3 NUMERICAL APPROACHES

In this chapter, we are to present the numerical approaches employed to solve the governing
equations of flow and transport given in the previous section. In our model, transport is assumed not
to influence flow. Three time scales are considered in the model. They are (1) for three-dimensional
subsurface flow, (2) for three-dimensional subsurface transport and two-dimensional overland
flow/transport, and (3) for one-dimensional river/stream/canal flow/transport. In general, a three-
dimensional flow time step may include several two-dimensional flow time steps and a two-
dimensional flow time step can cover many one-dimensional flow time steps. The time scale for
three-dimensional subsurface transport is set to be the same as that for two-dimensional overland
flow/transport because kinetic chemical reactions are taken into account. During each three-
dimensional flow time step, we solve three-dimensional subsurface flow by employing the updated
two-dimensional flow conditions to achieve the surface/subsurface interface boundary conditions
and determine the infiltration/seepage for two-dimensional flow computation included in this three-
dimensional flow time step. During each two-dimensional flow time step, we first solve three-
dimensional reactive chemical transport with the updated two-dimensional transport result (i.e., at
the previous time) used for implementing variable boundary conditions on the interface boundary
and determine the dissolve chemical flux through the surface/subsurface interface. This flux is
actually the source/sink to two-dimensional dissolve chemical transport through infiltration/seepage.
Then we solve two-dimensional flow equations to determine the water stage/depth and velocity of
overland flow. Finally, we solve two-dimensional reactive chemical transport equations for the
distribution of dissolved chemicals, sediments, and particulate chemicals. Within a one-dimensional
flow time step, the river/stream flow equations are solved first and the one-dimensional transport
equations are solved by using the newly-computed flow results. The interaction between one-
dimensional river/stream and two-dimenional overland flow/transport is taken into account by using
the updated computational results. Depth or stage difference-dependent fluxes are employed to
determine the flow through this one-dimensional/two-dimensional interface.

3.1 Solving One-Dimensional River/Stream/Canal Network Flow Equations

As mentioned earlier in this report, we desire to implement a hybrid model to accurately simulate
surface water flow under a wide range of physical conditions though it is still under investigation
and further study is required. In our investigation to date, we would apply the hybrid Lagrangian-
Eulerian finite element method to solve dynamical wave models, the hybrid Lagrangian-Eulerian or
conventional finite element method to solve diffusion wave models, and the semi-Lagrangian
method for kinematic wave models. In this and the next subsections, we will present the numerical
approaches used in the method of characteristics and the Lagrangian approach for solving the one-
dimensional river/stream/canal flow and two-dimensional overland flow equations, respectively. In
either approach, the Picard method is employed to deal with the nonlinearity.

3.1.1 The Lagrangian-Eulerian Finite Element Method for Dynamic Wave

Substituting Equations (2.1.10) through (2.1.12) into Equations (2.1.19) and (2.1.20) and rearranging
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the resulting equations, we obtain

D, V+w
M:D—K+V+S+ 3.1.1)
Dt
D, \V-o
M:D—K_V+S_ 3.1.2)
Dz
in which
(S +S,—S,+S,+S,+S
DL 0( ).k —g oA (5+S:=5:+5+5+5,) «PV (.1.3)
Ox Ox Bc ox A A
S =8 (S, 45,8, +5,+5,+85,)- g Lo 8 00D
Bc ox cp Ox 314
(MMM, M, + M, +M,) B (3.1.4)
A pA
:£%+(SS+SR—SE+S,+S]+SZ)+KPV (3.1.5)
Bc ox A A
Sﬁ:—i(SS+SR—SE+S1+S1+S2)—g%—g—haA—p
Bc ox cp Ox 316
+MS+MR—ME+M,+M1+M2 +B_r°' (3.1.6)
A pA

where D is the diffusive transport of waves, K is the decay coefficient of the positive gravity wave,
S is the source/sink of the positive wave, K. is the decay coefficient of the negative gravity wave,
and S. is the source/sink of the negative wave.

Integrating Equations (3.1.1) and (3.1.2) along their respective characteristic lines from x; at new
time-level to xﬂ* and x,g* (Fig. 3.1-1), we obtain

v N V* - 1 . 1 M
( l+a)l)AT(,ll +wl1):E(Di+Du )_E((K+)iVi+(K+)”V"’ )

(3.1.7)
{5+ s) e
(V-o)-(V,-m;) 1 ] ’
=— D, Dl-g - = (K—)iI/;+(K—)i2 i2
At, ( ) 2( ) (3.1.8)
1 *
o ((8),+(8)). 1N

where (referring to Flgure 3. 1 1) V;, w; are the values of V and w at xi (x;= coordlnate of node i) at
new time level; V;; and w; 1 are the values of V" and w point x;; (where X; 1 1s the location of a
fictitious particle backward tracked from x; along the first characteristics); A7; is the time determined
by backward tracking along the first characteristic; D; is the value of D at node i at new time level;
Dy, is the value of D at point x;; *; (K+); and (S.); are the values of K and S, respectively at node i
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at new time level, (K+)l ; and (S+)l ; are the values of Ky and S, respectlvely at node x;;" ; Nis the
number of nodes; V;, “and o ;2 are the values of V" and w point x;, (where x,z is the location of a
fictitious particle backward tracked from x; along the second characteristics); Az, is the time
determined by backward tracking along the second characteristic; D;," is the value of D at point x;; ;
(K ):and (S.); are the values of K_and S, respectively at node i at new time level; and (K),-g* and (S_)iz*
are the values of K. and S., respectively at node x; .

X.

k. @ . ! j,0 3,0

t=n+1 . & . . &> x
Ar,
At
. . . . Xiz .

t=n . — . . o> X

kl(l) kz(l) 1 jl(l) jz(l)

Fig. 3.1-1. Backward Tracking along Characteristics in One Dimension.

In Equations (3.1.7) and (3.1.8), the primitive variables at the backward tracked location are
interpolated with those at the global nodes at both new time and old time as

I/il* = az(i)Vk(;};) + az(z)V;c(('1>) + a3<z>Vk< y + a4<i)Vk§i> 3.1.9)
a)il* = al(i)a)(<')> + az(z)w(ﬁ)) + as(z)a)ku + a4(1)a)k() (3.1.10)
V1 bz(z)V(<7>) + bz(z)V(n) + b3(1)V + b4(,)Vm 3.1.11)
®, = bzwf.}’ﬁ + bzwfg? + b3a)_/-[u> + b4a)j§n 3.1.12)

in which the superscript (1) denotes time level (n); k;” and k. are the two nodes of the element in
which the backward tracking from node i, along the first characteristic, stops; j,” and j,” are the
two nodes of the element in which the backward tracking from node i, along the second
characteristic, stops; a;g), i, asg, a4@, b1, b2, bsa, and by are the interpolation parameters
associated with the backtracking of the i-th node, all in the range of [0,1]. It should be noted that we
may use two given parameters to determine where to stop in the backward tracking: one is for
controlling tracking time and the other one is for controlling tracking distance. After the primitive
variables at the backward tracked points are interpolated, all other parameters (such as the decay
coefficients and source/sink terms) are functions of these variables and can be calculated.
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To compute the eddy diffusion terms D;, we rewrite the first equation in Equation (3.1.3) as

o, ov
AD =] 4e< 1.
6x( gax} (3.1.13)

in which the momentum flux due to turbulence is modeled with the eddy diffusion hypothesis.
Applying the Galerkin finite element method to Equation (3.1.13), we obtain the following matrix
equation for D as

[a}D}+[p}V } = {F} (3.1.14)
in which
{p}={D, D, D, . . D, . . D} (3.1.15)
vi=y, v, v, . . v, . .Y (3.1.16)
\Fl={F £, F, .. F . . F} (3.1.17)
X X

_ [ _ 9N 4 9N, _ 4

a, = J{N,.ANidx, bij_x, LA Ldv, Fi=nNids (3.1.18)

where N; and N, functions of x, are the base functions of nodes at x; and x;, respectively.

Lumping the matrix [a], we can solve Eq. (3.1.14) for D; as follows

1 1
D =—F —a—Zb”Vj (3.1.19)

i

Following the identical procedure that leads Eq. (3.1.13) to Eq. (3.1.19), we have

1 1
(n) _ (n) (n)17(n)
D" =—5 B =5 2 b (3.1.20)

ii ii J
where {F™}, {a™} and {b™}, respectively, are defined similar to {F}, {a} and {b}, respectively.
Similar to Egs. (3.1.9) and (3.1.10), D; ; and D;;" at the backward tracked location are interpolated

with {D} and {D™} as

*_ (n) (n)
D, = a](i)Dk](i) + a(i)Dkéi) + a3(i)Dk[((i) + a4(i)Dk§i) 3.1.21)
and
*_ (n) (n)
D, = bz(i)DkIm + b(i)Dkéi) + bs(;‘)Dk[m + b4(i)Dk£i> 3.1.22)

Substituting Equations (3.1.9) through (3.1.12) and Equations (3.1.19) through (3.1.22) into
Equations (3.1.7) and (3.1.8) and implementing boundary conditions given Section 2.1.1, we obtain
a system of 2N simultaneous algebraic equations for the 2N unknowns (V; fori= 1, 2, .., N and w, for
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i=1,2,.., N). If the eddy diffusion terms are not included and the backward tracking is performed
to reach the time level n (Fig. 3.1-2), then Egs. (3.1.7) and (3.1.8) are reduced to a set of N
decoupled pairs of equations as

aV,+a,0,=b and a,V,-a,o =b,, ieN (3.1.23)

A ) s « A *
a11:1+T(K+),»= a, =1, blz( _%(KJr)ilevﬂ t o, +%((S+)i+(s+)il)’

AT2 A * * « A *
a, = +TT(K*)1" 6122:1, bZZ(l— ;z(K)izjViz'i'a)iz_'_ ;z((S*)i-i_(Sf)iz)’

Equation (3.1.23) ) is applied to all interior nodes without having to make any modification. On a
boundary point, there are several possibilities: (1) both equations in Eq. (3.1.23) are replaced with
two boundary equations, (2) one of the two equations is replaced with a boundary condition equation
while the other remains unchanged, and (3) both equations stay valid. These conditions are
addressed below.

X.
k. ® k.® ! j 0 3,0
t=n-+l I :1 12/\ 1 2 > X
Af Vi .V
— / E ) \-‘ —>
t=n kl(l) Xil kZ(l) 1 Jl(l) Xiz* Jz(l)

Fig. 3.1-2. Backward Tracking along Characteristics to the Toot in One Dimension.

Open upstream boundary condition:

If the flow is supercritical, Eq. (3.1.23) is replaced with

I/1‘141' = Ql

p

and VA4 +gh )4 =M, (3.1.25)

where V; the cross-sectionally averaged velocity at node 7, 4, is the cross-sectional area at node i, O,
is the flow rate of the incoming fluid from the upstream, (%.); is the water depth to the centroid of the
cross-sectional area at node i, and M,,, is the momentum-impulse of the incoming fluid from the
upstream. It should be noted that both the water depth and velocity in the upstream must be
measured to provide values of Q,, and M,,. Equation (3.1.25) provides two equations for the
solution of V; and A;. If the flow is critical, Eq. (3.1.23) for the boundary point i is replaced with

B[le
Vid =0, and Ezl (3.1.26)

where B; is the top width of the cross-section at node i. Equation (3.1.26) provides two equations to
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solve for V; and A;. If the flow is subcritical, Eq. (3.1.23) is replaced with

ayV; +a,0;=b, and V.4 =0, (3.1.27)
which is solved for V; and ;.
Open downstream boundary condition:

Ifthe flow is supercritical, Eq. (3.1.23) is used to solve for V; and 4; on node i. If the flow is critical,
the following equation
BiQiZ
a,V,+a,0,=b, and =1 (3.1.28)
g4,

is used to solve for V; and 4;. Ifthe flow is subcritical, the following equation is used to solve for V;
and &;

aV;+a,0,=b and VA = an(h) or h = hdn(t) (3.1.29)
where Qu,(h), a function of 4, is the rating curve function for the downstream boundary and /44,(), a
function of ¢, is the water depth at the downstream boundary. The adaption of Eq. (3.1.29) depends
on the physical configuration at the boundary.

Closed upstream boundary condition:

If the flow is supercritical or critical, Eq. (3.1.23) is replaced with ;=0 and 4; = 0. If the flow is
subcritical, V; = 0 and the second equation in Eq. (3.1.23) is used to calculate 4;.

Closed downstream boundary conditions:

At the closed downstream boundary, physical condition dictates that the velocity at the boundary is
zero. Therefore, supercritical flow cannot occur because c is greater or equal to zero. For critical
flow, ;=0 and A; = 0 at the closed boundary point x;. For the subcritical flow, V; = 0 and the first
equation in Eq. (3.1.23) is used to calculate 4;.

Natural internal boundary condition at junctions:

For example, consider the junction node J joined by three reaches (Fig. 3.1-3), we have one
unknown: the water surface elevation or the stage, H;. The governing equation for this junction is

d%/ th =3 =3
Ay =SV 4
. di IZ:;Q,J [Zl‘, A, (3.1.30)

for the case when the storage effect of the junction is accounted for, or
=3 1=3
2.0y =2V,4,=0 (3.1.31)
1=1 =1
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for the case when the storage effect of the junction is small.

For the node 1J, we need to set up two equations for V;; and 4. Let us say that node 1J is a
downstream point if the flow is from the node ZJ toward the junction J. On the other hand, we say
that the node 1J is an upstream point if the flow is from the junction J toward the node 1J. Now we
can set up two equations for each node [J. This is demonstrated as follows.

Fig. 3.1-3. A Three-Reach Junction

If 1J is a downstream point, we have three cases to consider:

(1).  Subcritical flow —

2

p
ayV, +a,0,=b and ﬁ"' h,+Z2,,=H, (3.1.32)

(2).  Supercritical flow —

ayVy, +apw, =b and a,V, -a,0, =>b, (3.1.33)
(3).  Critical flow —
2
B
ayVy, +ap0, =b  and Qu_}u =1 (3.1.34)
g4,

If IJ is an upstream point, we have three cases to consider:

(1) Subcritical flow -
v,
2_ th,+2,,=H, and a,V,-a,0, =>b, (3.1.35)
g

(2).  Supercritical flow —
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v, B
Ponhs hu + Zo]J = HJ and QU—;J =1 (3.1.36)
2g g4

(3).  Critical flow —
vy 0,8,
o hIJ + ZoIJ = HJ and = =1 (3.1.37)
2g g4y,

Equation (3.1.30) or (3.1.31) and for / =1, 2, and 3, one of Egs. (3.1.32) through (3.1.37) form 7
equations that can be solved for 7 unknowns V;y, h;y, Vay, hay Vsy, hzy, and Hy.  In theory, a
substitution of the governing equations for the internal junction nodes into Eq. (3.1.30) or (3.1.31)
eliminates all V';yand 4y, and the reduced Eq. (3.1.30) or (3.1.31) relates H; to all unknowns at nodes
other than that at node ZJ. However, in practice, the 7 junction equations are solved simultaneously
with all other discretized algebraic equations.

Controlled internal boundary condition at weirs:

For any weir (W), there are two river/stream/canal reaches connecting to it. The node /W located at
the boundary between the /” reach and the W weir is termed the controlled internal boundary of the
first reach while the node 2/ is called the controlled internal boundary of the second reach (Fig. 3.1-
4). The specification of boundary conditions for the internal boundaries separated by a weir requires
elaboration.

Reach 1 Reach 2

Fig. 3.1-4. A Flow-Control Weir

The flow configuration around the weir and its surrounding reaches may be very dynamic under
transient flows. Both of the water stages at nodes / Wand 2W (H;w and H,) may be below the weir,
both may be above the weir, or one below the weir while the other is above the weir (Fig. 3.1-5).
Governing equations of flow at internal boundary nodes /W and 2W depend on the changing
dynamics of water stages around the weir. When both stages H; and H.y are below the height of
the weir, the two reaches connecting the weir are decoupled. When at least one of the stages is
above the weir, two reaches are either sequentially coupled or fully coupled via the weir. Here for
sake of simplicity of discussions, we assume that the flow direction is from Reach I to Reach 2. In
other words, Reach 1 is an upstream reach and Reach 2 is a downstream reach. Ifthe flow direction
is reversed, we can have the boundary condition similarly prescribed.
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/ / /

Sumerged Weir Free Fall Weir

Fig. 3.1-5. Flow Configurations around a Weir.

There five unknowns, V; (velocity of the upstream reach node /W), h;w (the water depth of the
upstream node /W), O (flow rate over the weir), V. (the velocity of the downstream reach node
2W), and h,y (the water depth of the downstream node 2W); five equations must be set up for this
weir complex consisting of a upstream reach node, a weir, and a downstream node. The governing
equations for these five unknowns can be obtained depending on the flow conditions at the upstream
and downstream reaches separated by a weir. The flow condition can be supercritical, critical, or
subcritical at node /W and node 2. There are nine combinations. Five governing equations for
each combination are given below.

Case 1: Supercritical flow at node 1W and supercritical flow at 2W (slowly varying flow)
a Vi + apoy, =b and  ayVy, —anoy, =b, (3.1.38)

V2
QW = VIWAIW; Hy = th + 2, +21_W;
g (3.1.39)

M, = p(VlwAWVlW + gthcAlW)

2
uZWAZW = QW and hZW +Zozw + VZW +hLW = HlW or
2g (3.1.40)

Upy Ay =0y and p (V2WA2WV2W + ghyy Ay ) +F,=M,,

where /.y is the head loss between nodes /W and 2W and Fy is the force exerted by the weir
between nodes /W and 2. For this case, the computation is straightforward. First Eq. (3.1.38),
which constitutes two equations for two unknowns V;y and 4y, is used to solve for these two
unknowns. Then the flow rate through the weir, Oy, and the momentum-impulse and energy line at
point /W, M;y and H;y, are simply calculated with Eq. (3.1.39). Finally, either the first two
equations or the last two equations in Eq. (3.1.40) constitute two equations for two unknowns V.,
and A,p. These two unknowns are obtained by solving either first two equations or the last two
equations in Eq. (3.1.40).

Case 2: Supercritical flow at node 1W and critical flow at 2W
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ay Vi +apoy =b and  ayV,, —a,o, =b, (3.1.41)

Oy =V Ay (3.1.42)

2
B
Vyydyy =0, and % -1 (3.1.43)
2w

For this case, the computation is straightforward. First Eq. (3.1.41), which constitutes two equations
for two unknowns ¥ and 4,y is used to solve for these two unknowns. Then the flow rate through
the weir Qy is simply calculated with Eq. (3.1.42). Finally, Equation (3.1.43) constitutes two
equations for two unknowns V. and h,. These two unknowns are obtained by solving the two
equations in Eq. (3.1.43).

Case 3: Supercritical flow at node /W and subcritical flow at 2 (Hydraulic Jump)

a, Vi, +a,on =b and a,V,, —ay,o, =b, (3.1.44)
Oy =Viy Ay (3.1.45)
Vo — U@, =, and  uy, 4,y = Q) (3.1.46)

For this case, the computation is straightforward. First Eq. (3.1.44), which constitutes two equations
for two unknowns ¥ and 4y, is used to solve for these two unknowns. Then the flow rate through
the weir Qy is simply calculated with Eq. (3.1.45). Finally, Equation (3.1.46) constitutes two
equations for two unknowns V,y and h,. These two unknowns are obtained by solving the two
equations in Eq. (3.1.46).

Case 4: Critical flow at node 1W and supercritical flow at 2W

leWBlW
ayViy + a0 =b  and gAT =1, (3.1.47)
W
)2
Op =Viwdys Hy =hy +Z, + ﬁ; M, = p(VlWAlWVlW + gthcAlW) (3.1.48)

2

Uy Ay =0y and  hy, +Z,,, + VZW"'hLW:le or
2 (3.1.49)

Uyy Ay =0y  and /0(V2WA2WV2W + thWcAZW) +F, =My

For this case, the computation is straightforward. First Eq. (3.1.47), which constitutes two equations
for two unknowns V- and 4,y is used to solve for these two unknowns. Then the flow rate through
the weir Oy and the momentum-impulse and energy line at point /W, M,y and H;y, are simply
calculated with Eq. (3.1.48). Finally, either the first two equations or the last two equations in Eq.
(3.1.49) constitute two equations for two unknowns ¥,y and h,. These two unknowns are obtained
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by solving either two equations or the last two equations in Eq. (3.1.49).

Case 5: Critical flow at node 1W and critical flow at 2W

QIZWBIW
a Vi +apoy =b  and =———=1, (3.1.50)
g4y
Oy =Viw Ay 3.1.51)
2
B
Vipdyy =0y and QZW—fW =1 (3.1.52)
g4y

For this case, the computation is straightforward. First Eq. (3.1.50), which constitutes two equations
for two unknowns V;and 4,y is used to solve for these two unknowns. Then the flow rate through
the weir Oy is simply calculated with Eq. (3.1.51). Finally, Equation (3.1.52) constitutes two
equations for two unknowns Vy and A,y. These two unknowns are obtained by solving the two
equations in Eq. (3.1.52).

Case 6: Critical flow at node 1W and subcritical flow at 2W (Hydraulic Jump)

2
B
a,V,, +a,o,, =b and QIW—;W =1, (3.1.53)
gAy
Oy =Viy Ay (3.1.54)
Vo — U@y =b, and V4 = Q) 3.1.55)

For this case, the computation is straightforward. First Eq. (3.1.53), which constitutes two equations
for two unknowns ¥ and 4y, is used to solve for these two unknowns. Then the flow rate through
the weir Qy is simply calculated with Eq. (3.1.54). Finally, Equation (3.1.46) constitutes two
equations for two unknowns V,y and h,. These two unknowns are obtained by solving the two
equations in Eq. (3.1.55).

Case 7: Subcritical flow at node 1W and Supercritical flow at 2W (Critical must occur at the

weir)
aVig +a,0 =by, ViyAy —Qy =0 (3.1.56)
| 72
hW +ZoW +2_W+hL1W :th +ZolW +21_g
2
—waw =1, V4, =0y, and or (3.1.57)

g4
" p(VWAWVW + gthAW) + Fy = p(V1WA1WV1W + gthcAlW)
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V2 Vw
hzw + Zozw +—2 +hL2W = hW + ZUW +
2 2g

Uyy Ay — 0, =0 and or (3.1.58)

P (V2WA2WV2W + thWcAZW) +Fy=p (VWAWVW + gthAW)

where 4 1s the head loss between the weir and node /W, F;y is the force exerted by the weir
between the weir and node /W, ko is the head loss between the weir and node 2W, and F,y is the
force exerted by the weir between the weir and node 2W. For this case, in addition to the five
unknowns, Viw, hiw, Ow, Vow, and hay, two more unknowns, Ay and Vy, appear in Egs. (3.1.56)
through (3.1.58). These seven unknowns are obtained by solving seven simultaneous equations
contained in Egs. (3.1.56) through (3.1.58).

Case 8: Subcritical flow at node 1W and critical flow at 2W

a,Viw +2,0,w =b,, VyAw—-Qyw =0 (3.1.59)
V, y 2
hoy + Z o +%"'th =hy + Zy + -
2
Vaw Aoy = Oy =0, % =1, and or (3.1.60

&
2 p(VZWAZWVZW + thWcAZW) +F, = p(V1WA1WV1W + gthcAlW)

For this case, five equations in Egs. (3.1.59) and (3.1.60) are solved for the five unknowns, V;y, h;w,
Ow, Vaw, and hay.

Case 9: Subcritical flow at node 1W and Subcritical flow at 2W (slowly varying flow)

a,Viy +a,0, =b;, VigAy —Qy =0 (3.1.61)
ayVy — Ay @y = bza Viw Ayyy = O =0
and

V2 V2
Moy +Z 0w +22_g thyy =hy + 2, + (3.1.62)

or
p(VZWAZWVZW + thWcAZW) +F, = p(VlWAlWVlW + gthcAlW)

For this case, five equations in Egs. (3.1.59) and (3.1.60) are solved for the five unknowns, V;y, 1w,
Ow, Vo, and hoy

Controlled internal boundary condition at Gates:

For any gate (G), there are two river/stream/canal reaches connecting to it. The node /G located at
the boundary between the /" reach and the G” gate is termed the controlled internal boundary of the
first reach while the node 2G is called the controlled internal boundary of the second reach (Fig. 3.1-
6). The specification of boundary conditions for the internal boundaries separated by a gate can be
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made similar to that of a weir.

Reach 1 Reach 2

A ) ;/|7"/ )

1G 2G
Fig. 3.1-6. A Flow-Control Gate.

The flow configuration around the gate and its surrounding reaches may be very dynamic under
transient flows. Depending on the water stages at nodes /G and 2G (H;¢ and H>g), we have several
configurations (Fig. 3.1-7). Governing equations for flow at nodes /G and 2G and through the gate
depend on the changing dynamics of water stages around the gate. These equations can be obtained
identical to those for a weir by changing the letter from W to G. Similar approaches can be used for
culverts change the letter from W to C (for culverts). The only differences among various types of
structures are the formulation of energy losses over the structures and/or the formulation of forces
exerting on the fluids by the structures.

Free flow, not influenced by gate opening Submerged flow, not influenced by gate opening

Submerged flow, influenced by gate opening Decoupled flow

Free flow, but influenced by gate opening

Fig. 3.1-7. Flow Configurations around a Gate.

3.1.2 Numerical Approximations of Diffusive Wave Approaches.

Two options are provided in this report to solve the diffusive wave flow equations. One is the finite
element method and the other is the particle tracking method.

3.1.2.1 Galerkin Finite Element Method. Recall the diffusive wave is governed by Eq. (2.1.47)
which is repeated here as
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OH O\ k|G, 7 oBp BT 1 g i 5 +S +5+5, (3.1.63)
ox cp Ox Agp

Applying the Galerkin finite element method to Eq. (3.1.63), we obtain the following matrix
equation.

d{H
U )= (0, )+ o) e e -0 o ol +ie) (3-1.64)
in which
i tan,  dN “tan, | horp B
M,= [NBNdx, S,=[“2K—"dx, Q, =] "kl-—L-22
by ‘ Ty dx dx v dx cp Ox  Agp
| ! { (3.1.65)
0 =nvi| XL, R o8p Bt
ox cp Ox Agp
XN XN XN
Oy = I N,Ssdx, Qg = _[ N;Spdx, O = J-NiSde’
" " " (3.1.66)

Xy Xy Xy
O, = J-NiSIdxﬂ O, = INiSIdxﬂ 0, = .[NiSde’

X X X,

where N; and N; are the base functions of nodes at x; and x;, respectively; n is the unit outward
direction, n =1 at a downstream point and » = -1 at an upstream point; [M] is the mass matrix, [S] is
the stiff matrix, {H} is the solution vector of H, {Q,,} is the load vector due to density and wind
stress effects, {Qp} is the flow rate through the boundary nodes of a river/stream/canal reach, {QOs}
is the flow rate from artificial source/sink, {QOg} is the flow rate from rainfall, {Qf} is the flow rate
due evapotranspiration, {Q;} is the flow rate to infiltration, {Q;} is the flow rate from overland flow
via river bank 7, and {Q>} is the flow rate from overland flow via river bank 2. It should be noted
that {Qy} is the interaction between the river/stream/canal reach and subsurface flows and {Q,} and
{0} between the river/stream/canal (via bank 1 and bank 2) and overland flows.

Approximating the time derivative term in Eq. (3.1.64) with a time-weighted finite difference, we
reduce the diffusive equation and its boundary conditions to the following matrix equation

[CHH}={L}+{0,} +10,} +10,} +10 (3.1.67)

in which

M M
(c1=Blvotsin) = Bid--a1s) oo, )0+ l0)-t0) - om
where [(] is the coefficient matrix, {L} is the load vector from initial condition, density and wind
effects, artificial sink/sources, rainfall, and evapotranspiration; At is the time step size; 6 is the time
weighting factor; and {H™} is the value of {H} at old time level n. The global and internal
boundary (junctions, weirs, and gates) conditions must be used to provide {QO3} in Eq. (3.1.67). The
interaction between the overland and river/stream/canal flows must be implemented to evaluate {Q;}
and {Q-}; and the interaction between the subsurface and river/stream/canal flows must be
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implemented to calculate {Q;}. The interactions will be addressed in Section 3.4.

For a global boundary node /, the corresponding algebraic equation from Eq. (3.1.67) is
CopH  +C H =L +0,+0,+0,+0,, (3.1.69)

where (/-1) is the corresponding interior node of the node /. In the above equation there are two
unknowns H; and Qg;; either H; or QOpy, or the relationship between H; and Op; must be specified.
The numerical implementation of these boundary conditions are described as follows.

Dirichlet-boundary condition: prescribed water depth or state

If H; is given on the boundary node / (Dirichlet boundary condition), all coefficients (C;r.;, Ci1,
Crr+1) and right-hand side (L;, Qn, Qi1 Qar) obtained before the implementation of boundary
conditions for this equation are stored in a temporary array, then an identity equation is created as

H =H,, IeN, (3.1.70)

where Hyq is the prescribed total head on the Dirichlet node / and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving these unknowns, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of Np identity equations and (N
- Np) finite element equations for N unknowns H;’s. After H;’s are obtained, Eq. (3.1.69) is then
used to back calculate Np Op/’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N H;’s
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criteria
must be strict enough so that the converged solution of N H;’s are accurate enough to the exact
solution. With such accurate H;’s, then one can be sure that the back-calculated Np QOp;’s are
accurate.

Flux boundary condition: prescribed flow rate

If Op/is given (flux boundary condition), all coefficients (C; s, Cr, Crr+/) and right-hand side (L,
O, O11, Qo) obtained before the implementation of boundary conditions for this equation are stored
in a temporary array, then Eq. (3.1.69) is modified to incorporate the boundary conditions and used
to solve for H;. The modification of Eq. (3.1.69) is straightforward. Because Qp; is a known
quantity, it contributes to the load on the right hand side. This type of boundary conditions is very
easy to implement. After H,’s are obtained, the original Eq. (3.1.69), which is stored in a temporary
array, is used to back calculate N¢ Op;’s on flux boundaries (where N¢ is the number of flux
boundary nodes). These back-calculated Qp;’s should be theoretically identical to the input Op;’s.
However, because of round-off errors (in the case of direct solvers) or because of stopping criteria
(in the case of iterative solvers), the back-calculated QOp;’s will be slightly different from the input
Qg ’s. Ifthe differences between the two are significant, it is an indication that the solvers have not
yielded accurate solutions.
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Water depth-dependent boundary condition: prescribed rating curve

If the relationship is given between Op; and H; (rating curve boundary condition), all coefficients
(Cir1, Crp, Creg) and right-hand side (L, Qpn, Qi1 Q21) obtained before the implementation of
boundary conditions for this equation are stored in a temporary array, then Eq. (3.1.69) is modified
to incorporate the boundary conditions and used to solve for H;. The rating-relationship is used to
eliminate one of the unknowns, say Og;, and the modified Eq. (3.1.69) is used to solve for, say H,.
After H; is solved, the original Eq. (3.1.69) (recall the original Eq. (3.1.69) must be and has been
stored in a temporary array) is used to back-calculate Qp,.

Junction boundary condition:

If the node 1J is an internal node that connects a junction J, then node 1/ is treated as an internal
boundary node. For example, consider three reaches with three internal nodes connecting to the
junction J (Fig. 3.1-8). After applying the finite element method to Eq. (3.1.63), we have a total of
(1J+ 2J+ 3J) algebraic equations. The algebraic equations for Nodes /.J, 2J, and 3/ can be written
based on Eq. (3.1.69)

Fig. 3.1-8. A Three-Reach Junction

CllJ,lJ—lHllj—] + CllJ,lJHllJ = LllJ + QllJ +Q[11J + Qlllj + Qzlu 3.1.71)
C23,2J—1H23—1 + C22J,2JH22J = Lzzj + QZZJ + Q122J + QéJ + szzj (3.1.72)
C3.3],3J—1H33J—1 + C3.3],3JH33J = L33J + Q;J + Q[33J + Qlé] + Q233J (3.1.73)

where the superscript denotes the reach number and subscript denotes local node number in a reach,
for example, H; /! denotes the total head at the 1J-th node in Reach /. For a convenient discussion,
let us associate each of the unknowns, H, I’ , . Hi ;1 to each of the 1J-1 finite element equations in
Reach /. Similarly, we associate each of the unknowns, H. 12 , .., H> J.22 to each of the 2J-/ finite
element equations in Reach 2 and each of the unknowns and H 13, . H3p 13 to each of the 3J-1 finite
element equations in Reach 3. The unknown, Q,,/, 0>/, and O3/, are absent from these (1J-1 + 2J-
[ + 3J-1) equations. In other words, we can say each equation governs one unknown. However,
two unknowns, H;,/ and Q,/, appear in Eq. (3.1.71). Similarly, Equation (3.1.72) has two
unknowns, H> JZ and O, JZ, and Equation (3.1.73) has two unknowns, H; J3 and Q3 J3. The number of
unknowns, (1J + 2J + 3J) total heads and Q; I 0, 7, and 0; ./, is more than the number of equations,
(1J+ 2J + 3J) finite element equations. Three more governing equations must be set up, which can
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be obtained based on the continuity of energy lines. This is described as follows.

Assume the entrance loss to the junction and exit loss from the junction are negligible, we have the
following three equations

2
1 1
H) + 2 %} —h+ 7, (3.1.74)
1J
2 2
HZ + 2L %} —h +Z, (3.1.75)
g\ A
2
1 3
Hy) o+ Ey. %} =h, +Z2, (3.1.76)
g\ 43,

where 4;,', A>7, and A3, are the cross-sectional area at Nodes 1.J of Reach 1, Node 2J of Reach 2,
and Node 3J of Reach 3, respectively; h; is the water depth at the Junction J; and Z,, is the bottom
elevation at the Junction J. 1t is noted that the second terms on the left hand side of Egs. (3.1.74)
through (3.1.76) are generally ignored in computation implementation to give more robust solutions.

The water depth at Junction J is not decoupled from river/stream/canal reaches. The water budget
equation for the Junction J is

d¥s dh, &
i, At 0y (3.1.77)
When f;? is small, the water budget Eq. (3.1.77) is not employed. Instead, the following equation,

J
resulting from the requirement that the summation of flow rates is equal to zero, is used

i=3

> 0,=0 (3.1.78)

i=l

Equations (3.1.71) through (3.1.76) and Eq. (3.1.77) or Eq. (3.1.78) constitute 7 equations for seven
unknowns, 4,/ , 457, A3/, 0O I 0, 2 0; 7. and hy. If there are N, junctions, there will be N, blocks
of seven equations. These N, blocks of equations should be solved iteratively along with N block of
finite element equations where N is the number of reaches. In other words, the whole system of
algebraic equations can be solved with block iterations. Each block of equations can be solved
directly. For example, each of Ny block of finite element equations can be solved with an efficient
tri-diagonal matrix solver such as the Thomas algorithm. Each of the N;block of seven equations
can be solved with the Gaussian direct elimination with full pivoting.

Control Structure Boundary Condition:
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The control structures may include weirs, gates, culverts, etc. For the two internal boundary nodes
separated by a weir (Fig. 3.1-9), Q;w = Q2w = Ow, where Qy is given by

2
O, =C,Byhy,\h, —h,, if hy, >h, > Eth (Submerged Weir) 3.1.79)
2 . 2 .
Oy :mCWBWhIW hy i hy <§hIW (Free Fall Weir) (3.1.80)

where Cyy is the weir coefficient, By is the weir width [L]. The flow rate Qy is equal to zero when
both the upstream and downstream stages are below the weir elevation.

A
h Y
1w "hw o
/ / . 7
Sumerged Weir Free Fall Weir

Fig. 3.1-9. Submerged versus Free Fall Weir.

Similarly, for two internal boundary nodes separated by a gate, Q;¢ = 026 = Qg. When the flow
is not influenced by the gate opening (Fig. 3.1-10), the flow rate is given by

.

Free flow, not influenced by gate opening Submerged flow, not influenced by gate opening

Fig. 3.1-10. Gate Opening Does Not Affect Flow.

2 . 2 2
O = 33 CohgBohg I My <§h1c; and hg >§hlG (3.1.81)
. 2 2
O = CeBolyo Mg =l I I >hyg >§hlc and hg >§hIG (3.1.82)

where Cg is the gate coefficient and Bg is the gate width [L]. When the gate opening affects the
flow (Fig. 3.1-11), the flow rate is given by

2

RV

. 2 2
CohoBohg  if hyg < ghlG and hg < EhIG (3.1.83)
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) 2 2
Os =CoBohoahg —hy  if e >hy > ghm and h; < EhlG (3.1.84)

) ) Submerged flow, influenced by gate opening
Free flow, but influenced by gate opening

Fig. 3.1-11. Gate Opening Affects Flow.

For two internal boundary nodes separated by a culvert, Q;c = OQ>c= Qc¢. Various formulae for Q¢
can be found in the literature.

3.1.2.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the diffusive wave equation, instead of Eq. (3.1.63),
using the definition of Q = VA, we expand Eq. (2.1.1) to yield following diffusive wave equation in
the Lagrangian form

D, A4 ov

L+ KA=5,+S8,-S,+S,+5,+S, where K=— (3.1.85)
Dr ox

To use the semi-Lagrangian method to solve the diffusive wave equation, we integrate Eq. (3.1.85)
along its characteristic line from x; at new time level to x; at old time level or on the boundary (Fig.
3.1-12), we obtain

1
Sl B G
J E /
ten I kI % k2 i x

Fig. 3.1-12. Backward Particle Tracking in One Dimension.
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A (n+1) (nJrl) AT AT (n+l) * AT (n+1) *
(1 2K jA 1=K |4 7(SS,. +SS,.)+7(SR,. +55)

AZT(S(HI) SEI) Az (S(””)-FS) Azf (S(f1+1)+Slt) Az (S(n+l) SZz)

li

or analytically,
= SS . SS) = 3.1.86
Ai(n+1) A7 —KAT " S_S (1 _e—KAT) or Az'(n+l) _ S__S+ A7 _S__S Py ( )
K K K

If  A"<0  set A"™'=0, where K =%(K,~(M) +Ki*) and

1
_ (n+1) (n+1) (n+1) (n+1) (n+1) (n+1) * * * * * *
S _E((S&' +SR1’ _SEi +S1i +Sli +S2i )+(SS1‘ +SRi _SEi +S1i +S1i +S2i))

where A7 is the tracking time, it is equal to A¢ when the backward tracking is carried out all the way
to the root of the characteristic and it is less than 47 when the backward tracking hits the boundary
before At is consumed (Fig. 3.1-12); KM 400§D §p MtV g 1t g 17D g, (D and S,
respectively, are the Values of K, A SS, Sk, SE, S, S I, and S, respectively, at x; at new time level ¢ =
(n+1)At; and K; , A , Ssi , Ski- , Sk , Sy YT ) and Sy, respectively, are the values of K, 4, Ss, Sk, Sk,
S5, S, and S, respectively, at the location x, . Since the velocity V and the decay coefficient K are
functions of 4, this is a nonlinear hyperbolic problem. Equation (3.1.86) is solved iteratively to
yield the cross-sectional area 4, and hence the water depth /4. The iteration procedure is outlined as
follows:

(1) Given the value of A” at the k-th iteration, compute 4 and H.
(i)  Apply finite element method to the following equation to obtain V

2/3

2 S
n 1+((3Zoj \/ 87H_L8Ap+BT

-a R 1 0H h oAp Br®
= - (3.1.87)

ox cp Ox Agp

ox ox cp Ox  Agp

(ii1))  Perform particle tracking to locate x and obtain all the *-superscripted quantities.
(iv)  Apply the finite element method to the following equation to obtain K

k=9 (3.1.88)
ox

(V) Solve Eq. (3.1.86) along with the boundary condition to obtain new A%**"

(vi)  Check if A®D converges, if yes go to the next time step.
(vii)  If A" does not converge, update 4 with A" — 0A®" + (1-0)A™ and repeat
Steps (i) through (vi).

When the wave is transported out of the region at a boundary node (i.e., when N*V > 0), a boundary
condition is not needed. When the wave is transported into the region at a node (i.e., when NeV <
0), a boundary condition must be specified. As in the Galerkin finite element method, three types of
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boundary conditions may be encountered.
Dirichlet boundary condition:

For the Dirichlet boundary, the water depth is prescribed, thus the cross sectional area, A, is
computed from the relationship between the cross section area versus depth curve as

H,=H,, 1eN,= A =4, I[N, (3.1.89)

Flux boundary condition:

For the flux boundary, the flow rate is prescribed as function of time at the boundary node, from
which the boundary value is computed as

9,

(n+l) _
A - V(n+1,k)

(3.1.90)

where Q,,(1), a function of time ¢, is the prescribed flow rate [L*/t] and V™" is the value of V at
new time and previous iteration.

Water depth-dependent boundary condition: prescribed rating curve

For the boundary where a rating curve is used to describe the relationship between water depth, 4,
and the discharge, O, the cross sectional area, 4, on the boundary is computed with

Posh 40— () (3.1.91)

where f(h) is the rating curve which is a function of 4. Equation (3.1.91) is solved iteratively to yield
A",

Junction Boundary Condition:

If the node 1J is an internal boundary node that connects a junction J, then Hj, is a function of water
depth, #4;,.;, of its immediately internal node and of water surface at the junction J, H,. This
functional relationship is obtained by applying the finite element method to Eq. (3.1.63) to yield the
governing equation for Node IJ similar to Egs. (3.1.71) through (3.73)

CllJ,IJ—lHllj—l + CllJ',lJHllJ = Lllj + QllJ + Q[lu + QlllJ + Qzlu (3.1.92)
C221,2171H22171 + C22J,2JH22J = L22J + szj + Q]zzj + QéJ + Q222J (3.1.93)
C33J,3J—1H33J—1 + C33J,3JH3SJ = sz + Q33J + Q1331 + Q1331 + Q2331 (3.1.94)

where the superscript denotes the reach number and subscript denotes node number in a reach, for
example, H;,’ denotes the total head at the /J-th node in Reach 1. Equation (3.1.92) has two
unknowns, H; JI and O, / , the unknown H; . 11 is obtained by inverting 4;,. 11 , which is obtained from
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particle tracking in Reach 1. Similarly, Equation (3.1.93) has two unknowns, H,” and Q,/, and
Equation (3.1.94) has two unknowns, Hj; ;> and 0; 7. The number of unknowns (6) is more than the
number of equations (3). Three more governing equations must be set up, which can be obtained
based on the continuity of energy lines. This is described as follows.

Assume the entrance loss to the junction and exit loss from the junction are negligible, we have the
following three equations

2
1 1
H +— Q—lgj - h+Z, (3.1.95)
2g\ 4,
2
1 2
H22j+— Q—ZZJJ = h,+Z7Z, (3.1.96)
2g\ 4,
2
1 3
H? +—| =L = h +Z7 3.1.97
3j Zg(A:f]] J oJ ( )

where 4, Jj, A> JZ, and 4; J3 are the cross-sectional area at Nodes /J of Reach /, Node 2J of Reach 2,
and Node 3J of Reach 3, respectively; 4, is the water depth at the Junction J; and Z,, is the bottom
elevation at the Junction J. It is noted that the second terms on the left hand side of Egs. (3.1.95)
through (3.1.97) are generally ignored in computation implementation to give more robust solutions.

The water depth at Junction J is not decoupled from river/stream/canal reaches. The water budget
equation for the Junction J is

¥ dhy _

A Oy (3.1.98)

When Z;j’ is small, the water budget Eq. (3.1.98) is not employed. Instead, the following equation,

J
resulting from the requirement that the summation of flow rates is equal to zero, is used

i=3
ZQ;, =0 (3.1.99)
i=3

Equations (3.1.92) through (3.1.97) and Eq. (3.1.98) or Eq. (3.1.99) constitute 7 equations for seven
unknowns, A4;,, A>7, A3/, Qu], QZJZ, Q3J3, and 4;. These equations should be solved iteratively
along with particle tracking for all internal nodes of the three reaches connecting the junction node J.
The seven linearized equations can be solved with the Gaussian direct elimination with full
pivoting.

Control structure boundary condition:

To facilitate the implementation of internal boundary conditions of control structures, we discretize
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the two internal boundary nodes of every structure with the finite element method. Then we can
implement the boundary conditions similar to that in finite element modeling of diffusive wave
approaches.

3.1.3 The Semi-Lagrangian Method for Kinematic Wave

To use the Lagrangian method to solve the kinematic wave equation, Eq. (2.1.65) is rewritten in the
Lagrangian form as follows

DA+KA Sg+S8, =S, +S,+8,+S, where K:a—V (3.1.100)

Dz ox

in which K is the decay coefficient of the wave and S is the source/sink of the wave. Integrating Eq.
(3.1.100) along its characteristic line from x; at new time level to X (Fig. 3.1-12), we obtain

(1+%KJA}”+”:(I—A2TK jA* AZT(S;“” SS,) > L8 +8,)

AT AT (s AT (o AT (s
2 (SE‘:I Y +SE1) 2 (Sl(l ! +Sll ) (Sl(l Y +S11) 2 (Sét ! +S21)
or analytically,
A = T, g(l o) or g 55 (4 55w (3.1.101)
' l K ' K K

If A"M<0  set A"'=0, where K:%(Kf”““rKf) and

1 * * * *
_ (n+1) (n+1) (n+1) (n+1) (n+1) (n+1) * *
SS _E((SS:' +SR[ _SEi +S1i +Sli +SZ[ )+(SSi +SR1‘ _SEi +S1i +S1i +S2i))

where A7 is the tracking time, it is equal to A¢ when the backward tracking is carried out all the way
to the root of the characteristic and it is less than 4 when the backward tracking hits the boundary
before At is consumed (Fig. 3.1-12); K"V, A", SV Sp™* Y, 8™V, 8,V 8§,V and Sy
respectively, are the values of K, 4, Ss, Sk, Sk, S1, S;, and S», respectively, at x; at new time level 1 =
(n+1)4t; and Ki*, A,»*, SS,-*, SR,-*, SE,-*, SI,-*, S;i*, and Sg,-*, respectively, are the values of K, 4, Ss, Sr, Sk,
S1, S1, and S>, respectively, at the location x; . Because of density and wind effects, the velocity
and the decay coefficient K are functions of 4, this is nonlinear problem. However, because the
nonlinearity due to density and wind effects are normally very weak, Equation (3.1.101) is
considered a linear hyperbolic problem with the nonlinear effects evaluated using the values of 4 at
previous time. This equation is used to compute the cross-sectional area 4, and hence the water
depth £, at all nodes except for the upstream boundary node.

Because the wave is transported into the region at an upstream node, a boundary condition must be

specified. The flow rate is normally given as a function of time at an upstream node, from which the
boundary value is computed as
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0,

A.(n+l)
1 (n+1)
v

(3.1.102)

where Q,,(t), a function of time ¢, is the prescribed flow rate [L*A].

3.1.4 Numerical Approximations of Thermal Transport

Two options are provided in this report to solve the thermal transport equation. One is the finite
element method and the other is the particle tracking method.

3.1.4.1 Finite Element Method. Recall the thermal transport equation is governed by Eq. (2.1.67)
which is rewritten in a slightly different form as

,OWCWAa—T " a(IOWCWA)T n a(IOWCWQT) _ E(D HAa_T)

ot ot Oox Ox Ox
=S +S8 +8" -8 -8 -S +S,/ +S+857+8/

(3.1.103)

Applying the finite element method to Eq. (3.1.103), we obtain the following matrix equation

A Y+ [DYr )+ (K]} =~ o, )+ fo)

dt (3.1.104)

oy o) ot ot o+ o' o | o o

inwhich
X X,
Y AW, ‘N, dN,
M, ijWc AN ,dx, Vij—;!.lEpWCWQdex, Dij.—)J; - liphg—1 - L dx,
o9, s ) (3.1.105)
p T X=A N
; _jN TSI NN dx, D, _[pr C,OT -N.D" A~ j§
XN
st dx, @ = st dx, @ = [N dx (3.1.106)
X;
Xy Xy Xy Xy
= jNiShbdx, P° = INiShedx, O = INiS§dx, P° = jNis;dx, (3.1.107)
X, X, X, X,
Xy _ Xy Xy
O = J.Nisgdx, ORI INiSEIdx, O = jNisgzdx (3.1.108)
X, X, X,

where Wj(x) is the weighting function of node at x;; Nij(x) and Nj(x), functions of x, are the base
functions of nodes at x; and x;, respectively; [M] is the mass matrix, [V] is the stiff matrix due to
advective transport; [D] is the stiff matrix due to dispersion/diffusion/conduction; {T} is the solution
vector of temperature; {®@g} is the vector due to boundary conditions, which can contribute to load
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vector and/or coefficient matrix; {®"} is the load vector due to artificial energy source; {®'} is the
load vector due to energy in rainfall; {®"} is the load vector due to net radiation; {®"} is the vector
due to backward radiation, which is a nonlinear function of temperature and contributes to both the
load vector and coefficient matrix; {®°} is the vector due to energy consumed for evaporation,
which is a nonlinear function of temperature and contributes to both the load vector and coefficient
matrix; {®°} is the vector due to sensible heat, which is a linear function of temperature and
contributes to both the load vector and coefficient matrix; {®°} is the vector due to chemical
reaction, which is not considered in this version, but can be added easily; {®'} is the vector due to
interaction with subsurface exfiltraing water; {®@°'} is the vector due to interaction with overland
water via river bank 1; and {®°?} is the vector due to interaction with overland water via river bank
2.

Approximating the time derivative term in Eq. (3.1.104) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix equation

N, [c)r}={L}-{@,} - o'} o} o |+ o'+ {0 }+ fo?) (3.1.109)

1= o)+ [kD+ 0, )

(B oos+ x)-0-0 )i+ o+ o+ o)

(3.1.110)

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources, rainfall, and net radiation; At is the time step size; 0 is the time weighting factor for the
dispersion and linear terms; 0, is the time weighting factor for the velocity term; and {T™} is the
value of {T} at old time level n. The global and internal boundary (junctions, weirs, and gates)
conditions must be used to provide {®g} in Eq. (3.1.109). The interaction between the overland and
river/stream/canal flows must be implemented to evaluate {®°'} and {®°*}; and the interaction
between the subsurface and river/stream/canal flows must be implemented to calculate {®'}. The
interactions will be addressed in Section 3.4.

For a global boundary node I, the corresponding algebraic equation from Eq. (3.1.109) is
CI,I—ITI—I + C[,ITI + C1,1+1T1+1 = L[ - ((D? + (I)j + CD?)*‘ (CDII + (D([]l + (D?z)_ q)BI (3-1-111)

In the above equations there are two unknowns T and ®gy; either Ty or ®p, or the relationship
between T; and @y must be specified. The numerical implementation of these boundary conditions
1s described as follows.

Direchlet boundary condition: prescribed temperature
If Ty is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cyri, Cyy,
Ci1+1) and right-hand side (L, O, OF, OF, O, O°', ©°%) obtained before the implementation of

boundary conditions for this equation are stored in a temporary array, then an identity equation is
created as
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,=T,, IeN, (3.1.112)

where T4 is the prescribed temperature on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving these unknowns, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of N identity equations and (N
- Np) finite element equations for N unknowns T;’s. After T;’s for all nodes are solved from the
matrix equation, Eq. (3.1.111) is then used to back calculate Np @g;’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N T;’s
accurately except for roundoff errors. However, if an iterative solver is used, stopping criteria must
be strict enough so that the converged solutions of N T;’s are accurate enough to the exact solution.
With such accurate T;’s, then can be sure that the back-calculated ND ®g;’s are accurate.

Cauchy boundary condition: prescribed heat flux

If ®p; is given (Cauchy flux boundary condition), all coefficients (Cy.1, Cry, Ci1+1) and right-hand
side (L;, @, O, O, /', O°, CD1°2) obtained before the implementation of boundary conditions for
this equation are stored in a temporary array, then Eq. (3.1.111) is modified to incorporate the
boundary conditions and used to solve for T;. The modification of Eq. (3.1.111) is straightforward.
Because ®p; is a known quantity, it contributes to the load on the right hand side. This type of
boundary conditions is very easy to implement. After T;’s are obtained, the original Eq. (3.1.111),
which is stored in a temporary array, is used to back calculate N¢ @g;’s on flux boundaries (where
Nc is the number of flux boundary nodes). These back-calculated ®g;’s should be theoretically
identical to the input ®@p;’s. However, because of round-off errors (in the case of direct solvers) or
because of stopping criteria (in the case of iterative solvers), the back-calculated ®@p;’s will be
slightly different from the input ®g;’s. If the differences between the two are significant, it is an
indication that the solvers have not yielded accurate solutions.

Neumann boundary condition: prescribed gradient of temperature

At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
gradient is given. For this case, all coefficients (Cy .1, Cyy, Ci1+1) and right-hand side (L;, @;°, @',
D", (DIi, (DIOI, (1)102) obtained before the implementation of boundary conditions for this equation are
stored in a temporary array, then Eq. (3.1.111) is modified to incorporate the boundary conditions
and used to solve for T;. For the Neumann boundary condition, @g; contributes to both the matrix
coefficient and load vector, thus both the coefficient matrix [C] and the load vector {L} must be
modified. Recall

x=Xy

oT
D, = (W pyC,OT —N.D" 4 5 jx (3.1.113)

X

Apply this equation to Node I, we have
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oT
®,, =n,p,C, 0T, —n,D" 4 P

X

=x, =Py G 0T, - @, (3.1.114)

where n; is the unit outward normal vector at the boundary node I, @, is the Neumann boundary
flux at node I. Substitution of Eq. (3.1.114) into Eq. (3.1.111), we have the modified coefficient
matrix and load vector; thus the modified Eq. (3.1.111). This modified equation is used to solve T.
After Ty is solved, the original Eq. (3.1.111) (recall the original Eq. (3.1.111) must be and has been
stored in a temporary array) is used to back-calculate ®g;.

Variable Boundary Condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the
river/stream/canal reach. If the flow is going out of the reach, the boundary condition is
implemented similar to the implementation of Neuman boundary condition with @, = 0. The
assumption of zero Neumann flux implies that a Neuman node must be far away from the
source/sink.

Junction boundary condition:

If the node 1J is an internal node that connects a junction J, then node 1J is treated as an internal
boundary node. For example, consider three reaches with three internal nodes connecting to the
junction J (Fig. 3.1-8). After applying the finite element method to Eq. (3.1.103), we have a total of
(1J + 2J + 3J) algebraic equations. The algebraic equations for Nodes 1J, 2J, and 3J can be written
based on Eq. (3.1.111)

CIIJ,IJ—ITIIJ—I + CIIJ,IJTI} = Lllj - (q)f} + q)le}/ + qyﬁ/)"’ (q)ﬂf + q)lnjl + q)fjl)_ CD}J (3~1-115
0y T+ Cly T = L, = (0 + 02 + 032 )+ (0F, + @57 + @52)- 02, (3.1.116
C33J,3J—17-;3J—1 + C;J,yjéi = L;J - (@gj + @;3] + q);l;)"' (q)l;J + q);)l; + q;g§3)_ q);] (3~1-117

where the superscript denotes the reach number and subscript denotes local node number in a reach,
for example, Ty;' denotes the temperature at the 1J-th node in Reach 1. For a convenient discussion,
let us associate each of the unknowns, Tll, - - Ty, to each of the 1J-1 finite element equations in
Reach 1. Similarly, we associate each of the unknowns, le, -- sz_zz to each of the 2J-1 finite
element equations in Reach 2 and each of the unknowns and T13, --Tsy 13 to each of the 3J-1 finite
element equations in Reach 3. The unknown, @, 7 (D2J2, and @3 J3, are absent from these (1J-1 +2J-1
+ 3J-1) equations. In other words, we can say each equation governs one unknown. However, two
unknowns, T;' and @', appear in Eq. (3.1.115). Similarly, Equation (3.1.116) has two unknowns,
T2J2 and CI)2J2, and Equation (3.1.117) has two unknowns, T3J3 and (D3J3. The number of unknowns,
(1J+2J + 3J) temperatures and @, Jl, @2]2, and (D3J3, is more than the number of equations, (1J+2J +
3J) finite element equations. Three more governing equations must be set up, which can be obtained
with the assumption that the energy flux is due mainly to advection as
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oT
(I)}JE(IOW G, 0T - DHAa j|

(3.1.118)
= pyCy EQ&/ [(1 + Sign( 111 ))Ti} + (1 - sign( 111 ))TJ]
cD%J = (pW Gy OT - D"4 ZT)LJ
3.1.119)
= Py Cy 5 03 [+ signl02 )2 + (1= sign(0 )]
(I);J = (IOW wOT — D"4 aTJ|3J
@ (3.1.120

= pyCy EQ;J [(1 + Sig”( 33J ))T33 + (1 - sign(Q33J ))TJ]

where Q, Jl, Q2J2, and Qs J3, respectively, are the volumetric flow rates from/to Nodes 1J, 2J, and 3J,
respectively, to/from the junction J [cf. Egs. (3.1.71), (3.1.72), and (3.1.73), respectively].

Equations (3.1.118) through (3.1.120) introduce one additional unknown, T;. One additional

equation must be set up which can be done based on the energy budget at the junction J. The rate of

change of energy at the junction J must be equal to the net energy rate from all reaches that join at J.
This energy budget can be written as

d(p,,CV,T
(pw— ZCD (3.1.121)

When the storage effect of the junction is small, the energy budget Eq. (3.1.121) is not employed.
Instead, the following equation, resulting from the requirement that the summation of heat flux is
equal to zero, is used

i=3
DD, =0 (3.1.122)

Equations (3.1.115) through (3.1.120) and Eq. (3.1.121) or Eq. (3.1.122) constitute 7 equations for
seven unknowns, T} Jl, szz, Ts J3, (ON _]1, d)sz, O ,and T). If there are Nj junctions, there will be N;
blocks of seven equations. These N blocks of equations should be solved iteratively along with Ng
block of finite element equations where Ny is the number of reaches. In other words, the whole
system of algebraic equations can be solved with block iterations. Each block of equations can be
solved directly. For example, each of Ny blocks of finite element equations can be solved with an
efficient tri-diagonal matrix solver such as the Thomas algorithm. Each of the Nj blocks of seven
equations can be solved with the Gaussian direct elimination with full pivoting.

Control structure boundary condition:
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The control structures may include weirs, gates, culverts, etc. For the two internal boundary nodes
1S and 28 separated by a structure, the boundary conditions at these two nodes are given by

O, = (pWCWQT -D HAaa_ij 5= PwCy %Q[(l + Sign(Q))TlS + (1 _Sign(Q))Tzs] (3.1.123)

D= (pWCWQT -D"4 aaTj 5= PwCy %Q[(l + Sig”(Q))TlS + (1 - Sign(Q))Tzs] (3.1.124)

X

where @5 is the energy flux through node 1S; @y, is the energy flux through node 2S; and Q is the
flow rate through the structure S; sign(Q) is equal 1.0 if the flow is from node 1S to node 2S, -1.0 if
flow is from node 2S to node 1S; Tg is the temperature at node 1S; and Tyg is the temperature at
node 28S.

3.1.4.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the thermal transport equation, we expand Eq.
(3.1.103) to yield following advection-dispersion equation in the Lagrangian form

D,T
Dt

+KT=D+®° +®' + 0% + ®”* where V =% (3.1.125)

in which
K = 1 8PWCWA+ 1 apWCWQ, D= 1 E(DHAO_T)
pyCpA Ot pwCpA  Ox PwCyA Ox ox
St +S 4S8 -8 -8
B Py Cy A

o° ) (3.1.126)

S,

and ®' =—2F @ =—S’?1 , ©% =—SZ2
PyCy A PyCy A PwCyA

To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.1.125) along its characteristic line from x; at new time level to Xi (Fig. 3.1-12), we obtain

(l_l_%Ki(nn)j];(nu) 2(1_%[@*)]& +%(Di(n+1) +Di*)+ %(q)?(nm +(Dis*)

1

(3.1.127)

AT

+—((I) At At
2

"y c1>{*)+ —(cbf“””’ + cD,.Ol*)+ —(<I>,.02‘””’ + ch”*) ieN
2 2

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before At is consumed; K;™V, T,V D, @S @D 01D and @02 respectively, are
the values of K, T, D, o5, (DI, dDOl, and dDOZ, respectively, at x; at new time level t = (n+1)At; and Ki*,
Ti*, Di*, (I)is*, CDiI*, (DiOl*, and (Dioz*, respectively, are the values of K, T, D, (I)S, ol CDOI, and CI)02,
respectively, at the location x; .

To compute the dispersion/diffusion terms D;"™"" and D;", we rewrite the second equation in Eq.
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(3.1.126) as

0 (i T
pyCwAD = a—[D J (3.1.128)

X 15).4

Applying the Galerkin finite element method to Eq. (3.1.128) at new time level (n+1), we obtain the
following matrix equation for {D™} as

[am“)]{D(M) } N [bw)]{T(nm}: {B‘””)} (3.1.129)
i which {D(M)}:{Dl(,,m prh . pen D}Vnm}T’f’"‘”’”“@ (3.1.130)
{Booy={pen g By g (3.1.132)

(n+1) I N pWC A)

Xy
¢ dN. dN
Ny, b= [ E5(D"a),,. —dx
(n+1) i (n+1) s
! )-!l dx dx

. (3.1.133)
aT " ‘X:XN

Bi(n+l) — M(D HA)(n+1) e Yoy

where the superscript (n+1) denotes the time level; N; and N; are the base functions of nodes at x;
and x;, respectively.

(n+1)

Lumping the matrix [a™], we can solve Eq. (3.1.129) for D;™"" as follows

(n+l) _
DIV = -

Zb(””)T("*” if ITe{23,.,N-1}

(n+1)

(3.1.134)

Do 1 B _ Zb(ml)T(nH) if Ie {I,N}
J

(n+1) (n+1)
a

where ay ™™ is the lumped a;™". Following the identical procedure that leads Eq. (3.1.128) to Eq.
(3.1.134), we have

D;n) _ (n) Zb(n)T(n) lf = {2’3,_,,N— 1}
(3.1.135)

D" = (ln) " — (n)Zb(”)T(”) if 1e{l,N}

where {B™}, {a™} and {b™}, respectively, are defined similar to {B™™}, {a™"} and {b"3,

respectively.

With {D™} calculated with Eq. (3.1.135), {D"} can be interpolated. Substituting Eq. (3.1.134) into
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Eq. (3.1.127) and implementing boundary conditions given in Section 2.1.4, we obtain a system of N
simultaneous algebraic equations N unknowns (T;""" fori=1, 2, .., N.) If the dispersion/diffusion
term is not included, then Eq. (3.1.127) is reduced to a set of N decoupled equations as

aT""=b,ieN (3.1.136)
where
At (n+1)
a; = 1+7Ki (3.1.137)

1 l

=1k e e o)

(3.1.138)

AT

+—(<D At At
2

+®;*)+7(q)i01(n+1) +q)i01*)+7(q)i02(n+1) —}—CDI,OZ*), iE N

1(n+l)
i

Equations (3.1.136) is applied to all interior nodes without having to make any modification. On a
boundary point, there two possibilities: Eq. (3.1.136) is replaced with a boundary equations when the
flow is directed into the reach or Eq. (3.1.136) is still valid when the flow is direct out of the reach.
In other words, when the thermal energy is transported out of the region at a boundary node (i.e.,
when n*V > 0), a boundary condition is not needed and Equation (3.1.136) is used to compute the
T;""). When the thermal energy is transported into the region at a node (i.e., when n*V < 0), a
boundary condition must be specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node. For this alternative approach, the implementation of boundary conditions at global
boundary nodes, internal junction nodes, and internal nodes connecting to control structures is
identical to that in the finite element approximation of solving the thermal transport equation.

3.1.5 Numerical Approximations of Salinity Transport

Two options are provided in this report to solve the salinity transport equation. One is the finite
element method and the other is the particle tracking method.

3.1.5.1 Finite Element Method. Recall the salinity transport equation is governed by Eq. (2.1.86)

which is rewritten in a slightly different form as

0S 04 olps) o oS , i 0 0
AEJFESJF%_a(DSAa):M; + M+ M+ M+ M (3.1.139)

Applying the finite element method to Eq. (3.1.139), we obtain the following matrix equation
d\S
19 i)+ Dol + (ki)

= R T e )

(3.1.140)



in which

X X X
N N g N ] dN
M= [ NANdx, V,= | A 0N dx, D, = | AN, s 4 g,
%, dx %, dx dx

Xl
_ o (3.1.141)
Ky = [ N.— N dx, Ti3=(VViQS—N,-DSA—j
T ot ox '
Xy Xy
W= [NMSdx, W = [NM]dx (3.1.142)
X X,
Xy Xy Xy
W= [ NMdx, W= [ NM'dx, W= [NMdx (3.1.143)
X, X X,

where Wi; is the weighting function of node at x;; N; and N; are the base functions of nodes at x; and
X;j, respectively; [M] is the mass matrix, [ V] is the stiff matrix due to advective transport; [D] is the
stiff matrix due to dispersion/diffusion/conduction; [K] is the stiff matrix due to the linear term; {S}
is the solution vector of salinity; {¥®} is the vector due to boundary conditions, which can
contribute to load vector and/or coefficient matrix; {¥*} is the load vector due to artificial salt
source; {¥'} is the load vector due to salt in rainfall, {¥'} is the vector due to interaction with
subsurface exfiltraing water; {¥°'} is the vector due to interaction with overland water via river
bank 1; and {¥°?} is the vector due to interaction with overland water via river bank 2.

Approximating the time derivative term in Eq. (3.1.140) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix
equation.

[Clist= iz} - e f-{of+ ot fe) (3.1.144)
in which
(1= o) k) +6,7)
(3.1.145)
()= B - o)l lk)- - s} o)+

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources and rainfall; At is the time step size; 0 is the time weighting factor for the dispersion
and linear terms; 0, is the time weighting factor for the velocity term; and {S™} is the value of {S}
at old time level n. The global and internal boundary (junctions, weirs, and gates) conditions must
be used to provide {®p} in Eq. (3.1.144). The interaction between the overland and
river/stream/canal flows must be implemented to evaluate (¥°"} and {¥°%}; and the interaction
between the subsurface and river/stream/canal flows must be implemented to calculate {¥'}. The
interactions will be addressed in Section 3.4.

For a global boundary node I, the corresponding algebraic equation from Eq. (3.1.144) is
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CriaSi +CrS+Cr Sy =L + (lPII + \Plol + \PIOZ)_ \P1B (3.1.146)

In the above equations there are two unknowns T and ®gy; either T; or @p, or the relationship
between Trand W, must be specified. The numerical implementation of these boundary conditions
1s described as follows.

Direchlet boundary condition: prescribed salinity

If Sy is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cy.1, Cyy,
Ci1+1) and right-hand side (Lj, 1, ¥°! ¥°?) obtained before the implementation of boundary
conditions for this equation are stored in a temporary array, then an identity equation is created as

S, =S,, leN, (3.1.147)

where Sy is the prescribed salinity on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving these unknowns, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of N identity equations and (N
- Np) finite element equations for N unknowns S;’s. After S;’s for all nodes are solved from the
matrix equation, Eq. (3.1.146) is then used to back calculate Np ¥°’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N S;’s
accurately except for roundoff errors. However, if an iterative solver is used, stopping criteria must
be strict enough so that the converged solution of N S;’s are accurate enough to the exact solution.
With such accurate S;lls, then can be sure that the back-calculated ND ‘PIB ‘s are accurate.

Cauchy boundary condition: prescribed salt flux

If¥R is given (Cauchy flux boundary condition), all coefficients (Cy .1, Cy, Ci1+1) and right-hand
side (L, ¥/, ¥1°', ¥;°%) obtained before the implementation of boundary conditions for this equation
are stored in a temporary array, then Eq. (3.1.146) is modified to incorporate the boundary
conditions and used to solve for S;. The modification of Eq. (3.1.146) is straightforward. Because

W/ is a known quantity, it contributes to the load on the right hand side. This type of boundary
conditions is very easy to implement. After S;ls are obtained, the original Eq. (3.1.146), which is
stored in a temporary array, isused to back calculate Nc ¥/ ’s on flux boundaries (where Nc is the
number of flux boundary nodes). These back-calculated ¥, ’s should be theoretically identical to
the input ¥/ ’s. However, because of round-off errors (in the case of direct solvers) or because of
stopping criteria (in the case of iterative solvers), the back-calculated will be slightly different from
the input W} ’s. If the differences between the two are significant, it is an indication that the solvers
have not yielded accurate solutions.

Neumann boundary condition: prescribed gradient of salinity
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At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
gradient is given. For this case, all coefficients (Cy .1, Cyrj, Cr1+1) and right-hand side (L, Wy, wel
¥,°%) obtained before the implementation of boundary conditions for this equation are stored in a
temporary array, then Eq. (3.1.146) is modified to incorporate the boundary conditions and used to
solve for S;. For the Neumann boundary condition, ¥ contributes to both the matrix coefficient

and load vector, thus both the coefficient matrix [C] and the load vector {L} must be modified.
Recall

x=Xy

as
o (WQS ~N.D4% j = (3.1.148)

X

Apply this equation to Node I, we have

¥’ =n0S, - n,DSAa—S
ox

x, =08, =¥/ (3.1.149)

where ny is the unit outward normal vector at the boundary node I, P} is the Neumann boundary

flux at node I. Substitution of Eq. (3.1.149) into Eq. (3.1.146), we have the modified coefficient
matrix and load vector; thus the modified Eq. (3.1.146). This modified equation is used to solve S;.
After Sy is solved, the original Eq. (3.1.146) (recall the original Eq. (3.1.146) must be and has been
stored in a temporary array) is used to back-calculate .

Variable boundary condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the
river/stream/canal reach. If the flow is going out of the reach, the boundary condition is

implemented similar to the implementation of Neuman boundary condition with ;"= 0. The

assumption of zero Neumann flux implies that a Neuman node must be far away from the
source/sink.

Junction boundary condition:

If the node 1J is an internal node that connects a junction J, then node 1J is treated as an internal
boundary node. For example, consider three reaches with three internal nodes connecting to the
junctionJ (Fig. 3.1-8). After applying the finite element method to Eq. (3.1.139), we have a total of
(1J +2J + 37J) algebraic equations. The algebraic equations for Nodes 1J, 2J, and 3J can be written
based on Eq. (3.1.146)

C11J,1J—15111—1 + C11J,1JS11J = Lllj + (LPII} + leJ“ + LPl(jIZl)_ LPIIJ (3.1.150)
Cra S+ Clpa S =13, + (W + W5 + 92 ) - w3, (3.L.151)
C3?],3J—1S33J—1 + C33J,3JS33J = L;J + (‘"Pfg + LP;JB + LPsojzs)_ ‘Pl%] (3.1.152)
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where the superscript denotes the reach number and subscript denotes local node number in a reach,
for example, S, ;! denotes the salinity at the 1J-th node in Reach 1. For a convenient discussion, let
us associate each of the unknowns, Sll, e S j.]l to each of the 1J-1 finite element equations in
Reach 1. Similarly, we associate each of the unknowns, Slz, cer S,12” to each of the 2J-1 finite
element equations in Reach 2 and each of the unknowns and 813, e S3 11> to each of the 3J-1 finite
element equations in Reach 3. The unknowns, ‘¥, Jl, ‘PZJZ, and ¥5;° , are absent from these (1J-1 + 2J-
1 +3J-1) equations. In other words, we can say each equation governs one unknown. However, two
unknowns, Si;' and Wy;', appear in Equation (3.1.150). Similarly, Equation (3.1.151) has two
unknowns, S,,” and ‘I’ZJZ, and Equation (3.1.152) has two unknowns, S3]3 and ‘{‘3J3. The number of
unknowns, (1J + 2J + 3J) salinities and ¥, I, ¥, and 5%, is more than the number of equations,
(1J + 2J + 3J) finite element equations. Three more governing equations must be set up, which can
be obtained with the assumption that the salt flux is due mainly to advection as

¥, = (QS -D SAa—Sj
ox

- % o 1+ sign(0}) )5 +(1-sign0})s,]  (3.1.153)

¥, = (QS —~ DSAa—S]
ox

2 = %szJ [(1 + Sl'gl’l(szJ ))SZZJ + (1 — Sl.gl’l(QZZJ ))SJ] (3.1.154)

oS

w3 = (QS -D SAaj = % 0 |1+ sign(03) )5, + (1-sign(0)) )s,]  @3.1.155)

where Q i Q2J2, and Q; c, respectively, are the volumetric flow rates from/to Nodes 1J, 2J, and 3J,
respectively, to/from the junction J [cf. Egs. (3.1.71), (3.1.72), and (3.1.73), respectively].

Equations (3.1.153) through (3.1.155) introduce one additional unknown, S;. One additional
equation must be set up which can be done based on the energy budget at the junction J. The rate of
change of energy at the junction J must be equal to the net energy rate from all reaches that join at J.
This energy budget can be written as

d(v,s .
(—th ) _ > (3.1.156)

When the storage effect of the junction is small, the salt budget Eq. (3.1.156) is not employed.
Instead, the following equation, resulting from the requirement that the summation of salt flux is
equal to zero, is used

i=3
D W, =0 (.1.157)
-1

Equations (3.1.150) through (3.1.155) and Eq. (3.1.156) or Eq. (3.1.157) constitute 7 equations for
seven unknowns, S; Jl, Szjz, S5 J3 , W jl, ‘szz, ¥, j3 , and S;. If there are Nj junctions, there will be N;
blocks of seven equations. These Njblocks of equations should be solved iteratively along with Ng
block of finite element equations where N is the number of reaches. In other words, the whole
system of algebraic equations can be solved with block iterations. Each block of equations can be
solved directly. For example, each of N blocks of finite element equations can be solved with an
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efficient tri-diagonal matrix solver such as the Thomas algorithm. Each of the Nj blocks of seven
equations can be solved with the Gaussian direct elimination with full pivoting.

Control structure boundary condition:

The control structures may include weirs, gates, culverts, etc. For the two internal boundary nodes
1S and 28 separated by a structure, the boundary conditions at these two nodes are given by

[QS D*4% J s =5 0l + sign(Q)s;s + (1~ sign(0))s.] (3.1.158)
oS 1 ) .
(QS D Aaxj S=5Q[(1+szgn(Q))S2S+(1—szgn(Q))st] (3.1.159)

where Wi is the salt flux through node 1S; @y is the salt flux through node 2S; and Q is the flow
rate through the structure S; sign(Q) is equal 1.0 if the flow is from node 1S to node 2S, -1.0 if flow
is from node 2S to node 1S; S;g is the temperature at node 1S; and S, is the temperature at node 2S.

3.1.5.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the salt transport equation, we expand Eq. (3.1.139)
to yield following advection-dispersion equation in the Lagrangian form

D,S + WP+ Y ¥ where V :% (3.1.160)
in which
_lod, 1aQ D IO(DS asj
Aot Aox’ A Ox ox
I M’ MUI 1 (3.1.161)
\PS — s s , and \{11 \{]Ol \I]OZ s
A 4 4 A

To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.1.160) along its characteristic line from x; at new time level to x; (Fig. 3.1-12), we obtain

1 ATK(n+1) S(n+1) 1_ ATK S* AT(D(,,+1) D*) AT(\PS( +1) —|—‘PS*)
2 2 2 2

1 1

(3.1.162)

Ar (lPﬂ N Til*) At (le( LPiOI*) At (‘POZ( ne) ‘Pioz*), PN
2 2 2

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before At is consumed; K;™, §;{*D, DD @S0 @lerh) Ol g 020D regpectively, are
the values of K, S, D, ‘PS, ¥ ‘POI, and ‘Poz, respectively, at x; at new time level t = (n+1)At; and Ki*,
Si*, Di*, ‘Pis*, ‘Pil*, ‘Pim*, and \Pioz*, respectively, are the values of K, S, D, ‘PS, ¥ ‘I‘Ol, and ‘{’02,

respectively, at the location x; .
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To compute the dispersion/diffusion terms D;™*" and D", we rewrite the second equation in Eq.
(3.1.161) as

0 oS
AD = (D 4L j (3.1.163)
ox ox

Applying the finite element method to Eq. (3.1.163) at new time level (n+1), we obtain the following
matrix equation for {D(n+l)} as

[a(rwfl)]{l)(rwfl)}+ [b(n+1)]{S(n+1)}= {B('H-l)} (3.1.164)
in which

{D(n+1)}: {Dl(nH) Dy .. D .. DU }Tmmpm (3.1.165)
{S(n+1)}: {Sl(ml) S§n+1) o Si(ml) o S}(Vnﬂ) }T’“”S”m (3.1.166)
{B(n+1)}: {Bl(,m) B£n+1) o Bi(n+1) o B](Vnﬂ) }T’””S”‘”e (3.1.167)

Xy aN

a" = _[NiA eV, B = _[ d_xl(D SA) (n+1)Ejdx’
X XlaS(Hl) (3.1.168)
B =nN, (D SA) g -

where the superscript (n+1) denotes the time level; N; and N; are the base functions of nodes at x;
and x;, respectively.

(n+1)

Lumping the matrix [a™"], we can solve Eq. (3.1.164) for D" as follows

D§n+l) —

Zb“‘*”s(“” if 1e{23,.,N-1}

(n+1)
(3.1.169)
DD = ! B (ml)zb(“ms“*” if Te{l,N}

(n+l)
11

where a; """ is the lumped a;""". Following the identical procedure that leads Eq. (3.1.163) to Eq.
(3.1.169), we have

DY = - g) Zb<n>s<n> if Te{23,,N-1}

| ! (3.1.170)
(n) _ (n) (n)Q(n)
D¢ ag;ﬂ " Zb S if Te{l N}
where {B™}, {a™} and {b™}, respectively, are defined similar to {B™"}, {a®"} and {b™*"},
respectively.
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With {D™} calculated with Eq. (3.1.170), {D"} can be interpolated. Substituting Eq. (3.1.169) into
Eq. (3.1.162) and implementing boundary conditions given in Section 2.1.4, we obtain a system of N
simultaneous algebraic equations N unknowns (S;"" fori= 1, 2, .., N.) If the dispersion/diffusion
term is not included, then Eq. (3.1.162) is reduced to a set of N decoupled equations as

a 4S(n+l) — b

i~ i

ieN (3.1.171)
where

JA A
a, =(1+§Kf ”j (3.1.172)

l 1 1 1

b = (1 - %K{‘J S+ %(‘P.S(M) )y %(ly.’(”” )

(3.1.173)

+%(‘Pi01w” +\Pi01*)+%(lpioz<”*” n 1Pj02*)} ieN

Equation (3.1.171) is applied to all interior nodes without having to make any modification. On a
boundary point, there are two possibilities: Eq. (3.1.171) is replaced with a boundary equation when
the flow is directed into the reach or Eq. (3.1.171) is still valid when the flow is direct out of the
reach. In other words, when the salt is transported out of the region at a boundary node (i.e., when
N+V >0), a boundary condition is not needed and Equation (3.1.171) is used to compute the S;""".
When the salt is transported into the region at a node (i.e., when N*V < 0), a boundary condition
must be specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node rather than the use of particle tracking. For this alternative approach, the
implementation of boundary conditions at global boundary nodes, internal junction nodes, and
internal nodes connecting to control structures is identical to that in the finite element approximation
of solving the salt transport equation.

3.2 Solving the Two-Dimensional Overland Flow Equations

As in solving the one-dimensional flow equations for river/stream/canal networks, we employ a
variety of numerical approaches to solve two-dimensional overland flow equations. For fully
dynamic wave models, we cast the governing equations in characteristic forms and solve the
governing equations with the hybrid Lagrangian-Eulerian finite element method. For diffusive wave
models, we use either the conventional finite element methods or hybrid Lagrangian-Eulerian finite
element methods. For kinematic wave models, we use semi-Lagrangian methods.

3.2.1 The Lagrangian-Eulerian Finite Element Method for Dynamic Waves

To facilitate the application of hybrid Lagrangian-Eulerian finite element method to fully dynamic
wave models, substituting A, 4,, A3, B, B>, and B3 in Eq. (2.2.27); R}, R», and R3 in Eq. (2.2.9); and
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D,and D, in (2.2.10) into Egs. (2.2.28) through and (2.2.30), and rearranging the resulting equations,
we obtain

M M — M O
ky DVu—kx DVV+S1—D®_ky Ku+kx Kv+S® 3.2.1)

2 DV]*)""(Z)C +k® Dng<“u ky(z) DVEk‘Z)V +S,=D, —k”Ku - kPKv+S, 3.2.2)
T T T

D 2 c D 2 u D 2 A%
Stk @) vd B @ ed® 4§ =D —kPKu-kPKv+S. (3.2.3)

Dr Dz Dz
in which
- 14
D,=k"D,~k"D,, D,=k®D +k”D,, and K=>5""% Se+ S KV 524
- h h
D, _1 ﬁ(hgxxa—ujﬁti he, a—u+hgx@ (3.2.5)
h| ox ox) oyl oy "ox )|
Dy :l i(hgxya—u+he?yx@)—i—i(he?yy @j (3.2.6)
h| ox oy ox) Oy oy )|
¥y h p
3.2.7
oz, (MS+M!-Mj+M]) 2 327
_k‘fl) _g_{)+ y y y Y + y
' oy h ph
MP+MF-MF+M! s
S+=§(SS+SR—SE+S1)+k;”[—g%+( et St ")J_J
c Ox h ph
3.2.8
oz, (MS+M!-Mj+M]) 2 (3:28)
+k(,2) _g_o+ y y y Y + y
’ oy h ph
N R E 1 s
S=—§(SS+SR—SE+S,)+k;2>[—g%+M* M, M+ M, +TX]
c h ph
(3.2.9)

o + + —
0% h ph

N R E 1 s
+k(2){—gai (M +M"-MFm)) z’]
|

where D, is the diffusive transport of the vorticity wave; D, is the diffusive transport of the
positive and negative gravity waves; K is the decay coefficient for all three waves; and S, S+, and
S_ are the sources/sinks of the vorticity, positive, and negative waves, respectively.

Integrating Eqgs. (3.2.1) through (3.2.3) along their respective characteristic lines from x to x;*, x,*,
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and x;* (Fig. 3.2-1), we obtain

\
\
\
\
\
N
\
\
\
\
N
N
Z

Fig. 3.2-1. Backward Particle Tracking along Characteristic Lines in Two Dimensions.

Twu—u  Tov-y 1 .
k, At, g At, +2(Sl+(Sl)l) (3.2.10 1

! (D, +(D,))- %(ky(”Ku — kK + (kOKu) (kO Kv) )+ %(S® +(s,))

2

2c—2c, +@”‘“2 +Fﬁ+l(52+(sz);)
Az, Az, At, 2 3.2.11)

~Lp, +(0.):)- %(k;”Ku kPR + (kP Ku), + (k;2>1<v):)+ %(s +(s.);

oo i w2 s s )

At, T Ax Ar, 2 3.2.12)
_l (Di +(D,), )— %(kx(z)Ku +k DKy + (k@ Ku), + (ky(z)Kv):)+ %(S_ +(s_ )3)

AT

where u 1 , v1 , and 4t; are determined by backward tracking along the first characterlstlc 02 uz ,

vz , and Az, are determined by backward tracking along the second characteristic; C3 s u3 , V3 ,and
At are determined by backward tracking along the third characteristic; and all other variables with a

superscript * are determined similarly at the roots of particle tracking.
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In Egs. (3.2.11) through (3.2.13), the primitive variables at the backward tracked locations are
interpolated with those at the global nodes and at both new and old time levels as

¢ =a ¢\ ra el tasclta, el tasc, Fagc, Y acntage, (3.2.13)

u' =a, ul +a,ulyFaulFa,ul Fagu, Fagu, +a, i, +agi, (3.2.14)
V= ViUl v a, v AV A Vi A Ve AV, 3.2.15)

c, =b, cht+bych+bcii+bcly+bic,+bgcj+b,cii+bc, (3.2.16)

u; =b, uj"l +b, uj”2 + b, uj’; +b, ujﬂ + b, ¢ + b, u, +b, U + by U, (3.2.17)

Vv, =b v by v+ b +b v +bv, +bv, +b v, by, 3.2.18)

¢, =d, ¢/ +d,c/ +d,c! +d,c), +dsc,, +d,c,,+d,c,,+dc,, 3.2.19)
u, =d, u'" +d,u’ +d,u's+d, " +dsu, +d, +dou,+dou, (3.2.20)
v, =d, v +d,v, +dv +d,v, +dv,  +dov,,+dv, +dgv,, (3.2.21)

where a, through ag, b; through bg, and d; through ds are interpolation parameters, all in the ranges
of [0,1]; k1, k2, k3, and k4 are nodes of the element that the backward tracking, along the first
characteristic, stops at; j1,j2,j3, and j4 are nodes of the element that the backward tracking, along
the second characteristic, stops at; m1, m2, m3, and m4 are nodes of the element that the backward
tracking, along the third characteristic, stops at (Fig. 3.2-1). It should be noted that we may use two
given parameters to determine where to stop in the backward tracking: one is for controlling tracking
time and the other one is for controlling tracking distance. After the primitive variables at the
backward tracked points are interpolated, all other parameters (such as the decay coefficients and
source/sink terms) are functions of these variables and can be calculated.

To calculate D, and D,, we multiple Egs. (3.2.5) and (3.2.6) by 4 to yield

0 ou 0 ou ov
hD. =—| he. — |+—| he. —+he, — 2.
0 ou ov 0 ov
hD =—| he —+he_— |+—| he — 2.
! ax( Y oy . GxJ ay( » 6yj (3.2.23)

Applying the Galerkin finite element method to Egs. (3.2.22) and (3.2.23), we obtain the following
matrix equations for D, and D,

[04]D, }+[0Blu}+[0C]v}=1{F, } (3.2.24)
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[o4]iD, |+ [oD}u}+ [0E]v} =1{F, | (3.2.25)

where
04, = [ N/iN dR (3.2.26)
R
| he, 0 J 0 0]
0B, =[VN, o 4, [VNdROC, = [N, e o |VNdR (3.2.27)
R Xy R Xy i
.10 hgxy . hé‘xy 0 |
oD, =[VN, o o [VNaR OF, = VN, o e |VNAR (3.2.28)
R R w |
Fo= [iNg [hg” 0 }v NS {0 O}V dB 3.2.29
= n- -Vu+N/n- Vv 2.
" 5 0 hgxy hgxy 0 ( )
0 he he, 0
Fi — Z Naen |: xy:| Vu —+ Naell‘|: Y :IVV dB (3.2.30)
8 eeM, E!:{ 0 0 0 hgyy

Lumping the matrix [QA], we can explicitly compute {D,} and {Dy} in terms of {u} and {v}.

1
Dx,»—QA” R ZQ L QA”ZQ v (3.2.31)
and
1
D)’i o QA” )’i QA” ZQ i ] QA“ ZQ i J (3‘2'32)

Following the identical procedure that leads Egs. (3.2.22) and (3.2.23) to Egs. (3.2.31) and (2.3.32),
we have

1
() _ By ) _ C .My, ™
D, —2 TR IO 2 OB;"u; 2 BYIC 2 0C;"y; (3.2.33)
and
1 1 1
() _ o Z (n),, (n) z E (my, ()
Dyl Q l”(n) yio QA(n) A QDI] u] - QA--(ﬂ) - Q ij vj (3'2'34)

where the superscript (7) denotes that the variables are to be evaluated at the old time level 7.

Similar to Egs. (3.2.13) through (3.2.21), (D,; )1, (Dx, )2, and (Dx, )3 and (Dy, )1, (Dy, ), and (Dy, )3 at
the backward tracked location are interpolated with {D} and {D™} as

* _ n n n n
(Dxi)l =a Dy, +a,Dy, +a;D sy +a,Dy,+aDy, +aDy, +a,D s +aDy, (3.2.35)
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(D):: )2 = lex;ll + bZDx;Z + bSD)g’;3 + b4ijr'l4 + bSijl + béijZ + b7ij3 + b8D1j4 (3-2'36)
(ij )3 = dlD)C’:l’ll + dZDx;InZ + d3Dx;InS + d4Dxfn4 + dSDxml + d6Dxm2 + d7Dxm3 + d8Dxm4 (3'2‘37)
(D; )1 = alDy’Ilcl + asz};cz + a3Dy7c3 + a4Dy’1:f4 +asD,, +aDy, +a;,D s +aD,, (3.2.38)
(Dy’; )2 =bD +b,D}, +bD +bD/, +bD  +bD, ,+bD i +bD, (3.2.39)
(Dy’: 3 = dlDy:Inl + dZDyl:nZ + d3DyrrIn3 + d4Dy’rln4 + dSDyml + d()DymZ + d7Dym3 + dSDym4 (302-40)
tn+1 «
V +ck® V/ At
V- ck®
k: k3 ma
m3
4 i 3 /l k2 m1 m2
i1 2

Fig. 3.2-2. Backward Tracking Along Characteristic Line to the Root in Two Dimensions

Substituting Egs. (3.2.13) through (3.2.21) and Egs. (3.2.35) through (3.2.40) into Egs. (3.2.10)
through (3.2.12) and implementing boundary conditions given Section 2.2.1, we obtain a system of
3N simultaneous algebraic equations for the 3N unknowns (u; fori=1,2, .., N,v;fori=1,2, .., N,
and and ¢; fori= 1,2, .., N). If the eddy diffusion terms are not included and the backward tracking
is performed to reach the time level n (Fig. 3.2-2), then Eqgs. (3.2.8) through (3.2.10) are reduced to a
set of NV decoupled triplets of equations as

a,u+a,v+a,c=1B,
ay,u+a,v+a,c=25,, (3.2.41)
a,u+a,,v+a,c=B,, forallinterior nodes

where

3-43



a,, =@+%@K+), a, =Tx“)—%@1ﬁ), a;; =0,

B - (@ _ % (kym K):]u,.* _ (W - %(kx“)K):)vl* (3.2.42)
s+ (5 )+ Hlse +(s2))

a, =k %(k;”K), ay,=k®+ %(kj”l{), ay, =2,

B, - (F _ % (kxu) K);J“z* " (F - %(k}@ K )Zjv; +2¢c, (3.2.43)
—T—zz(S2 + (Sz);)+ —2(S+ +(S,), )

ay = k@ + 22 OK), 4=k + Azfz k2K),  a,=-2,

B, - (W _ %(k,f” K):ju; N (W - %(@”K)Zjv; 2 (3.2.44)
s #8025+ (s.))

Equations (3.2.41) is applied to all interior nodes without having to make any modification. On a
boundary point, any one of the three equations in Eq. (3.2.41) must be replaced by a boundary
condition equation if its corresponding wave is directed into the region from the outside world. On
the other hand, if the corresponding wave i1s going out of the region, then the equation is valid.
These conditions are addressed below for four types of physical boundaries: open upstream, open
downstream, closed upstream, and closed downstream boundary nodes.

Open upstream boundary condition:

If the flow is supercritical, all three waves are directed into the region from the outside world, thus
Eq. (3.2.41) is replaced with

2 2

n-Vi=q"()  n-Vuh+n, % =M"; n-Vvi+n, % =M (3.2.45)

where V = (u, v) is the vertically averaged velocity with u as the x-component and v the y-
component; n is the outward unit vector normal to the boundary; ¢, (t) is the flow rate of the
incoming fluid from the upstream; and M, and M,"”, respectively, are the x- and y-components,
respectively, of the momentum-impulse from the upstream.

If the flow is subcritical, one of the gravitational wave is going out of the region, thus Eq. (3.2.41)
for the boundary point i is replaced with
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n-Vi=q"(t); 1-Vh=q,""(1); ay,Uu+ay,v+a,c=B,
or (3.2.46)
n-Vi=q"(t); 1-Vh=q,"(1); a,u+a,v+a,c=5,

where 1 is the unit vector parallel to the boundary segment and ¢,"”, a function of time t, is the
flow rate parallel to the boundary.

Open downstream boundary condition:

If the flow is supercritical, all three waves are transported out of the region and Eq. (3.2.41)
remains valid for the boundary point; thus
a,u+a,v+a,c=5B,

ay,u+a,v+a,c=25,, 3.2.47)
a,u+ay,v+a,c =B, forall interior nodes

If the flow is subcritical, the vorticity wave and one the gravity waves are transported out of the
region while the other gravity wave is transported into the region. Under such circumstance,
Equation (3.2.41) may be replaced with

a,u+a,v+a,c=B; Ay U+ a,v+a,c, =B,; h=h"(t) or n-Vh=q,"(h)
or (3.2.48)
a,u+a,v+a,c=B; ay U+ a,v+a;c =By h=h"(t) or n-Vh=q,"(h)

where g (h) , a function of A, is the rating curve function for the downstream boundary and 4”"(z), a

function of ¢, is the water depth at the downstream boundary. As to which three equations in of Eq.
(3.2.48) must be used depends on the physical configuration at the boundary.

Closed upstream boundary condition:

If the flow is supercritical, all three waves are transported from the boundary into the region of
interest. Since neither flow nor momentum-impulse is transported from the outside world onto the
boundary, the following boundary condition can be used

2 2
n-Vih=0; n-Vuh+nx%:O; n-Vvh+ny%:O 3.2.49)

The solution of Eq. (3.2.49) is not unique. One of the possible solutionish=0,u=0,and v=0. If

the flow is subcritical, one of the two gravity waves is transported out of the region, thus Equation
(3.2.41) can be replaced with
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n-Vh=0; 1-Vh=0; AyU = ayV+ayc, =B,
or 3.2.50)
n-Vi=0; 1-Vh=0; a,u=a,v+a,c=D0,

Closed downstream boundary condition:

At the closed downstream boundary, physical condition dictates that the normal flux should be zero.

In the meantime, one of the gravity wave is transported out of the region. Thus, the water depth and
velocity on the boundary are determined by the internal flow dynamics and the condition of zero
normal flux. The boundary condition can be stated as

a,u+a,v+a,c=B; Ay U+ A,V + a,c, = B,; n-Vh=0
or 3.2.51)
au+a,v+asc=0B; ayu + a,v+ ayc = B n-Vh=0

3.2.2 Numerical Approximation of Diffusive Wave Equations

Two options are provided in this report to solve the diffusive wave flow equations. One is the finite
element method and the other is the particle tracking method.

3.2.2.1 Galerkin Finite Element Method. Recall the diffusive wave is governed by Eq. (2.2.44)
which is repeated here as

aa_];[_v.{K(VHJriv(Ap)_ Tshﬂzgs +8,—S, +5, 3.2.52)

2p pg

Applying the Galerkin finite element method to Eq. (3.2.52), we obtain the following matrix
equation

+[s){r} =0, +{os} +{os}+{on 1o} +{o)) (3.2.53)
in which
M;=[NNdR,  S,=[VN,-K-VNdR,
R R

0,. = [VN,-K { " v(ap)--F }m Oy =[Nn-K {VH " v(ap)-F }dB (3239
wi i A Ap -5 b s ;P = in' . +— L)—
™ a 2p hgp " 2p hgp
Oy = .[NiSSdiT{, O = INiSRdma Op = J‘NiSEdmﬂ 0, = .[Ni‘gldER (3.2.55)
R R R R

where N; and Nj are the base functions of nodes at x; and x;, respectively; n is the outward-normal
unit vector; [M] is the mass matrix, [S] is the stiff matrix, {H} is the solution vector of H, {Qw} is
the load vector due to density and wind stress effects, {Qg} is the flow rate through the boundary
nodes, {Qs} is the flow rate from artificial source/sink, {Qgr} is the flow rate from rainfall, {Qg} is
the flow rate due to evapotranspiration, and {Qy} is the flow rate to infiltration. It should be noted
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that {Q} is the interaction between the overland and subsurface flows.

Approximating the time derivative term in Eq. (3.2.53) with a time-weighted finite difference, we
reduce the diffusive equation and its boundary conditions to the following matrix equation

[CliH}={L}+{0s}+10)} (3.2.56)
in which

[C]:Mw[s], {L}:[%41-9)[5]}{H<">}+{Q,,w}+{QS}+{QR}—{QE} (3.2.57)

At t

where [C] is the coefficient matrix, {L} is the load vector from initial condition, density and wind
effects, artificial sink/sources, rainfall, and evapotranspiration; At is the time step size; 0 is the time
weighting factor; and {H™} is the value of {H} at old time level n. The global boundary conditions
must be used to provide {Qg} in Eq. (3.2.56). The interaction between the overland and subsurface
flows must be implemented to calculate {Q;}. The interactions will be addressed in Section 3.4.

For a global boundary node I, the corresponding algebraic equation from Eq. (3.2.56) is

C1,1H1 +...+ C1,1H1 +...+ CI,NHN = L1 +Q11 +QBI (3.2.58)

In the above equation there are two unknowns H; and Qgy; either H; or Qgy, or the relationship
between H; and Qg must be specified. The numerical implementation of these boundary conditions
1s described as follows.

Dirichlet boundary condition: prescribed water depth or stage

If H; is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cy, ..., Ciy, ...,
Cin) and right-hand side (L; and Qy) obtained before the implementation of boundary conditions for
this equation are stored in a temporary array, then an identity equation is created as

H,=H,, IeN, (3.2.59)

where Hyq is the prescribed total head on the Dirichlet node I and Np, is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving this unknown, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of N identity equations and (N
- Np) finite element equations for N unknowns H;i’s. After H;’s are obtained, Eq. (3.2.58) is then
used to back calculate Np Qpg;’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N H;lls
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criterion
must be strict enough so that the converged solution of N Hj’s is accurate enough to the exact
solution. With such accurate H;’s, then one can be sure that the back-calculated Np Qg;’s are
accurate.
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Flux boundary condition: prescribed flow rate

If Qg is given (flux boundary condition), all coefficients (Cy, ..., Ciy, ..., Cin) and the right-hand
side (L; and Qy) obtained before the implementation of boundary conditions for this equation are
stored in a temporary array, then Eq. (3.2.58) is modified to incorporate the boundary conditions and
used to solve for H;. The modification of Eq. (3.2.58) is straightforward. Because Qg is a known
quantity, it contributes to the load on the right hand side. This type of boundary conditions is easy to
implement. After H;ls are obtained, the original Eq. (3.2.58), which is stored in a temporary array,
is used to back calculate N¢ Qgr’s on flux boundaries (where N¢ is the number of flux boundary
nodes). These back-calculated Qg;’s should be theoretically identical to the input Qg;’s. However,
because of round-off errors (in the case of direct solvers) or because of stopping criteria (in the case
of iterative solvers), the back-calculated Qg;’s will be slightly different from the input Qg;’s. Ifthe
differences between the two are significant, it is an indication that the solvers have not yielded
accurate solutions.

Water depth-dependent boundary condition: prescribed rating curve

If the relationship is given between Qg and H; (rating curve boundary condition), all coefficients
(Ci1, .o, Cip, ..., Cin) and the right-hand side (L and Qpy) obtained before the implementation of
boundary conditions for this equation are stored in a temporary array, then Eq. (3.2.58) is modified
to incorporate the boundary conditions and used to solve for H;. The rating-relationship is used to
eliminate one of the unknowns, say Qgj, and the modified Eq. (3.2.58) is used to solve for, say H;.
After Hj is solved, the original Eq. (3.2.58) (recall the original Eq. (3.2.58) must be and has been
stored in a temporary array) is used to back-calculate Qg;.

3.2.2.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the diffusive wave equation, instead of Eq. (3.2.52),
we expand Eq. (2.2.1) to yield following diffusive wave equation in the Lagrangian form

Dy,h
Dt

+Kh=S,+S,-S,+S, where K=V-V (3.2.60)

To use the semi-Lagrangian method to solve the diffusive wave equation, we integrate Eq. (3.2.60)
along its characteristic line from x; at new time level to x; at old time level or on the boundary (Fig.
3.2-3), we obtain
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Fig. 3.2-3. Backward Particle Tracking in Two Dimension.
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s 52)+ 25

At et .
7( Sli Dt SIi )

where A7 is the tracking time, it is equal to 4¢ when the backward tracking is carried out all the way
to the root of the characteristic and it is less than 47 when the backward tracking hits the boundary
before At is consumed (Fig. 3.2-3); K,"), p*) | 00 g0D gD and s respectively, are the
values of K, 4, Ss, Sg, Sk, and S}, respectively, at x; at new time level ¢t = (n+1)4¢; and K", h", S,

S« S.,and S, , respectively, are the values of K, 4, Ss, Sg, Sk, and S, respectively, at the location

x; . Since the velocity V and the decay coefficient K are functions of /, this is a nonlinear hyperbolic
problem.

Equation (3.2.61) is solved iteratively to yield the water depth h, and hence the water stage H. The
iteration procedure is outlined as follows:

(1) Guess the value of h® at the k-th iteration, compute H.
(11) Apply finite element method to the following equation to obtain V

1 (W”ziv(Ap)_ Tsh] 3.2.62
—VH—ZhV(Ap)Jr P - (3.2.62)

T
p pgh

] ]

(i11))  Perform particle tracking to locate X and obtain all the *-superscripted quantities.
(iv)  Apply the finite element method to the following equation to obtain K

K=V-V (3.2.63)
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(v)  Solve Eq. (3.2.61) along with the boundary condition to obtain new h**D

(vi)  Check if h*"" converges, if yes go to the next time step.

(vi) If h**D does not converge, update h with h® — @h®+ (l-oo)h(k) and repeat Steps
(1) through (vi1).

When the wave is transported out of the region at a boundary node (i.e., when N*V > 0), a boundary
condition is not needed. When the wave is transported into the region at a node (i.e., when NeV <
0), a boundary condition must be specified. As in the finite element method, three types of boundary
conditions may be encountered.
Dirichlet boundary condition:
For the Dirichlet boundary, the water depth is prescribed as

h=h,, IeN, (3.2.64)

Flux boundary condition:

For the flux boundary, the flow rate is prescribed as function of time at the boundary node, from
which the boundary value is computed as

h(n+l) — Qup(t)

e (3.2.65)

where qup(t), a function of time t, is the prescribed flow rate [L*/t/L] and VI is the value of V at
new time and previous iteration.

Water depth-dependent boundary condition: prescribed rating curve

For the boundary where a rating curve is used to describe the relationship between water depth, h,
and volumetric flow rate, q; thus, the water depth, h, on the boundary is computed with

y Oyl = () (3.2.66)

where f(h) is the rating curve which is a function of h. Equation (3.1.91) is solved iteratively to
yield ™V,

3.2.3 The Semi-Lagrangian Method for Kinematic Wave

To use the semi-Lagrangian method to solve the kinematic wave equation, Eq. (2.2.50) is rewritten
in the Lagrangian form as follows

Dy,h
Dt

+Kh=S,+S,-S,+S, where K=V-V (3.2.67)

in which K 1is the decay coefficient of the wave. Integrating Eq. (3.1.100) along its characteristic
line from x; at new time level to xi* at old time level or on the boundary (Fig. 3.2-3), we obtain
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(1 +%Kijh,.(””> = (1 —%Ki*jh,* +%(SS(,”*” + SS’;)+%(SR(,"*” + Sm)
(3.2.68)

_%(SE(I_M) +S;)+%(S1f"”) +S;)

where A7 is the tracking time, it is equal to A# when the backward tracking is carried out all the way
to the root of the characteristic and it is less than 47 when the backward tracking hits the boundary
before At is consumed; K", p0 | s g0 g0 and § 0 respectively, are the values of K,

5

h, Ss, Sk, Sk, and Sy, respectively, at x; at new time level t= (n+1)4t; and K,°, 4", Sg, Sy, S, ,and

i

S, , respectively, are the values of K, 4, Ss, Sk, Sk, and Sy, respectively, at the location x; . Because of
density and wind effects, the velocity V and the decay coefficient K are functions of 4, this is a
nonlinear problem. However, because the nonlinearity due to density and wind effects are normally
very weak, Equation (3.2.68) is considered a linear hyperbolic problem with the nonlinear effects
evaluated using the values of h at previous time. This equation is used to compute the water depth,
h, at all nodes except for the upstream boundary node.

Because the wave is transported into the region at an upstream node, a boundary condition must be
specified. The flow rate is normally given as a function of time at an upstream node, from which the
boundary value is computed as

n+ qu (t)
G = (3.2.69)

where qup(t), a function of time t, is the prescribed flow rate [L*//L].
3.2.2 Numerical Approximations of Thermal Transport

Two options are provided in this report to solve the thermal transport equation. One is the finite
element method and the other is the particle tracking method.

3.2.4.1 Finite Element Method. Recall the thermal transport equation is governed by Eq. (2.2.52)
which is rewritten in a slightly different form as

pWCWhaa—];+WT +V-(p,C,qT)-V-(D"1-VT)

=H,+H +H -H,-H,-H +H,+H,

(3.2.70)

Applying the finite element method to Eq. (3.2.70), we obtain the following matrix equation
d\T
T g s o)+ k)

oo ol o))l ) o

(3.2.71)

in which
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M, =[N,pyCyhNdR, V= [VW,p,C,aN dR, D, =[VND"hVN dR,
R R R

(3.2.72)

K, =[NPt
2 ¢

NdR, @ =[n-(Wp,C,qT - ND"AVT)dB
B

o/ = [NH,R, @ =[NHdR, @ =[NHdR 3.2.73)
R R R

O = [NHdR, ~ ®=[NHAR, — ® =[NHAdR,  ® =[NHdR (3374
R R R R

; = I N Hdx (3.2.75)
R

where W; is the weighting function of node at x;; N; and N; are the base functions of nodes at x; and
Xj, respectively; [M] is the mass matrix, [V] is the stiff matrix due to advective transport; [D] is the
stiff matrix due to dispersion/diffusion/conduction; {T} is the solution vector of temperature; {®"}
is the vector due to boundary conditions, which can contribute to load vector and/or coefficient
matrix; {®"} is the load vector due to artificial energy source; {®'} is the load vector due to energy
contained in rainfall; {®"} is the load vector due to net radiation; {d)b} is the vector due to
backward radiation, which is a nonlinear function of temperature and contributes to both the load
vector and coefficient matrix; {®°} is the vector due to energy consumed for evaporation, which is a
nonlinear function of temperature and contributes to both the load vector and coefficient matrix;
{®"} is the vector due to sensible heat, which is a linear function of temperature and contributes to
both the load vector and coefficient matrix; {®°} is the vector due to chemical reaction, which is not
considered in this version, but can be added easily; and {®'} is the vector due to interaction with
subsurface exfiltraing water.

Approximating the time derivative term in Eq. (3.2.71) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix equation

[T} = {L}-{o}-{or j- o} {or j+ for] (3.2.76)
in which

(1= oo+ (k) 0, 11)

- (B- - oos )+ kD-0-0 1) )+ o+ o+ o)

(3.2.77)

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources, rainfall, and net radiation; At is the time step size; 0 is the time weighting factor for the
dispersion and linear terms; 6, is the time weighting factor for the velocity term; and {T™} is the
value of {T} at old time level n. The global boundary conditions must be used to provide {®"} in
Eq. (3.2.76). The interaction between the overland and subsurface flows must be implemented to
calculate {®'}. The interactions will be addressed in Section 3.4.

For a global boundary node I, the corresponding algebraic equation from Eq. (3.2.76) is
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CpTl+.+C, Tl +.+C, Ty = L, — (@) + D¢ + )+ ®) —D” (3.2.78)

In the above equations there are two unknowns T and of ; either Ty or of , or the relationship
between Tyand ®7 must be specified. The numerical implementation of these boundary conditions
1s described as follows.

Direchlet boundary condition: prescribed temperature

If Ty is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cyy, .., Cyy, ..,
Cin) and the right-hand side terms (L, @, OF, O, @) obtained before the implementation of
boundary conditions for this equation are stored in a temporary array, then an identity equation is
created as

T,=T,, IeN, (3.2.79)

where T4 is the prescribed temperature on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving this unknown, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of N identity equations and (N
- Np) finite element equations for N unknowns T;’s. After T;’s for all nodes are solved from the
matrix equation, Eq. (3.2.78) is then used to back calculate Np @p>’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N T;’s
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criterion
must be strict enough so that the converged solution of N T;’s are accurate enough to the exact
solution. With such accurate T;’s, then can be sure that the back-calculated ND ®;*’s are accurate.

Cauchy boundary condition: prescribed heat flux

If ®p; is given (Cauchy flux boundary condition), all coefficients (Cy, .., Cyy, .., Cin) and right-hand
side terms (L;, @;°, @1, @;", @) obtained before the implementation of boundary conditions for this
equation are stored in a temporary array, then Eq. (3.2.78) is modified to incorporate the boundary
conditions and used to solve for T;. The modification of Eq. (3.2.78) is straightforward. Because ®;°
is a known quantity, it contributes to the load on the right hand side. This type of boundary
conditions is very easy to implement. After T;’s are obtained, the original Eq. (3.2.78), which is
stored in a temporary array, is used to back calculate N¢ ®;*’s on flux boundaries (where N¢ is the
number of flux boundary nodes). These back-calculated ®;>’s should be theoretically identical to
the input @;>’s. However, because of round-off errors (in the case of direct solvers) or because of
stopping criteria (in the case of iterative solvers), the back-calculated @;*’s will be slightly different
from the input ®%’s. If the differences between the two are significant, it is an indication that the
solvers have not yielded accurate solutions.

Neumann boundary condition: prescribed gradient of temperature
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At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
gradient is given. For this case, all coefficients (Cy, .., Cyy, .., Cin) and right-hand side terms (L,
O, @, ©", Or') obtained before the implementation of boundary conditions for this equation are
stored in a temporary array, then Eq. (3.2.78) is modified to incorporate the boundary conditions and
used to solve for T;. For the Neumann boundary condition, ®;® contributes to both the matrix
coefficient and load vector, thus both the coefficient matrix [C] and the load vector {L} must be
modified. Recall

o = [n-(¥,,C,qT - ND"hVT )aB (3.2.80)

B

Substituting Eq. (2.2.58) into Eq. (3.2.80), we have

v’ }=[calir}+ {15}
inwhich  CB,,=[n-W,p,C,qN,dB  and LB =[Ng,@)as 328D
B B

where [CB] and {LB} are the coefficient matrix and load vector due to Neumann boundary. Adding
the I-th equation in Eq. (3.2.81) to Eq. (3.2.78), we obtained a modified equation, which can be
solved for solve Ty. After Tyis solved, the original Eq. (3.2.78) (recall the original Eq. (3.2.78) must
be and has been stored in a temporary array) is used to back-calculate @,

Variable boundary condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the region. If the
flow is going out of the region, the boundary condition is implemented similar to the implementation
of Neuman boundary condition with LB; = 0. The assumption of zero Neumann flux implies that a
Neuman node must be far away from the source/sink.

3.2.4.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the thermal transport equation, we expand Eq.
(3.2.70) to yield following advection-dispersion equation in the Lagrangian form

D,T

+KT=D+®° +®' where V=4 (3.2.82)
Dt h
in which
k=—1 %G 1 g(,cq. D=t v.(D".vT)
PwCyh Ot Py Cyh PwCyh (3.2.83)
o JH A H, +H ~H,~H ~H, .  H -
Py Cyh Py Cyh

To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.2.82) along its characteristic line from x; at new time level to x; at old time level or on the
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boundary (Fig. 3.2-3), we obtain

1+ A% g o jpon [ AT gepe
2 2

A

(3.2.84)
TT(DZ,(””)+Di*)+%(®fw> + 05 ) A;(CD’( i) ien

1

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before At is consumed; K;™V, T,V D™D @5 and &'V respectively, are the values of K, T,
D, d)s, and (DI, respectively, at x; at new time level t = (n+1)At; and Ki*, Ti*, Di*, dDiS*, and d)il*,
respectively, are the values of K, T, D, (DS, and @', respectively, at the location Xi .

To compute the dispersion/diffusion terms Di("H) and Di*, we rewrite the second equation in Eq.
(3.2.83) as

pyCyhD =V -(D"1-VT) (3.2.85)

Applying the Galerkin finite element method to Eq. (3.2.85) at new time level (n+1), we obtain the
following matrix equation for (D™ as

[a(n+l)]{D<n+l>} N [bw)]{T(m}: {B(N“)} (3.2.86)
in which el _fpen pen | pen | pe (3.2.87)
froolofro e e g e (3.2.88)
Bov)={pen o g gyl (3.2.89)

a;j(nﬂ) = '[Ni(pwcwh (n+l)deR’ b = J‘VN h}( +1)'VdeR’
R (3.2.90)
B =[n-N,D"h),, VT dB

where the superscript (n+1) denotes the time level; N and N are the base functions of nodes at x; and
Xj, respectively.

Lumping the matrix [a(“+1)], we can solve Eq. (3.2.86) for D" as follows

(n+1) __ (n+1)r (n+1) . . . . .
D" = 2D Zb T, if I isaninterior point

(3.2.91)
1 B (n+l) _

(n+1) (n+1)
1

(n+1) _
D1

Zb(””)T D if I is a boundary point
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where a; ™" is the lumped a; ™. Following the identical procedure that leads Eq. (3.2.85) to Eq.
(3.2.91), we have

, 1 e :
D" = —WZb;")TJ(") if 1 is an interior point
1 J

| . (3.2.92)
D" =——B" —WZZJJ”)T/(”) if I is a boundary point
1 J

(m 1

17
where {B™}, {a™} and {b™}, respectively, are defined similar to {B™™}, {a™"} and {b"3,
respectively.

With {D™} calculated with Eq. (3.2.92), {D*} can be interpolated. Substituting Eq. (3.2.91) into Eq.
(3.2.84) and implementing boundary conditions given in Section 2.2.4, we obtain a system of N
simultaneous algebraic equations N unknowns (Ti(“H) fori=1,2,..,N.) Ifthe dispersion/diffusion
term is not included, then Eq. (3.2.84) is reduced to a set of N decoupled equations as

a, """ =b, ieN (3.2.93)
where
At (n+1)
aii = 1+7Ki (3.2.94)
b = (1 - %Kﬁjz, g %(@f"’”’ + q>if*)+ %(cpj‘"”’ 4 q)j*), ieN (3.2.95)

Equation (3.2.93) is applied to all interior nodes without having to make any modification. On a
boundary point, there two possibilities: Eq. (3.2.93) is replaced with a boundary equation when the
flow is directed into the region or Eq. (3.2.93) is still valid when the flow is direct out of the region.
In other words, when the thermal energy is transported out of the region at a boundary node (i.e.,
when N¢V > 0), a boundary condition is not needed and Equation (3.2.93) is used to compute the
T:™". When the thermal energy is transported into the region at a node (i.e., when N*V < 0), a
boundary condition must be specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node. For this alternative approach, the implementation of boundary conditions at global
boundary nodes is identical to that in the finite element approximation of solving the thermal
transport equation.

3.2.4 Numerical Approximations of Salinity Transport

Two options are provided in this report to solve the salinity transport equation. One is the finite
element method and the other is the particle tracking method.

3.2.5.1 Finite Element Method. Recall the salinity transport equation is governed by Eq. (2.2.60)
which is rewritten in a slightly different form as
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Applying the finite element method to Eq. (3.2.96), we obtain the following matrix equation

L s e olis) KTt = b e e oo o) o
in which
M, =[NhNdx,  V,=[VW,-qN,dR,  D;=[VN,-D*h-VNdR,

3.2.98
K, :jN,.%deR, ¥? = [n-(Wqs - ND*h-VS)dB (299

B

Wi =[NMdR, ¥ = [NM ] dR, W; = [NMSdR, ¥|=[NMdR (3.2.99)
R R R R

where W; is the weighting function of node at x;; N; and N; are the base functions of nodes at x; and
X;j, respectively; [M] is the mass matrix, [ V] is the stiff matrix due to advective transport; [D] is the
stiff matrix due to dispersion/diffusion/conduction; [K] is the stiff matrix due to the linear term; {S}
is the solution vector of salinity; {¥®} is the vector due to boundary conditions, which can
contribute to load vector and/or coefficient matrix; {¥*} is the load vector due to artificial salt
source; {¥'} is the load vector due to salt in rainfall; {¥°} is the vector due to evapotranspiration,
which is most likely to be zero; and {¥'} is the vector due to interaction with subsurface exfiltraing
water.

Approximating the time derivative term in Eq. (3.2.97) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix
equation.

[Cls) =1L} - {¥* |+ {w) (3.2.100)
in which
(1= o((o]+ (k) + 6,7]
(3.2.101)
)= - o)(o)+ (kD-a-0, 1) fs )+ e} o)

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources and rainfall; At is the time step size; 0 is the time weighting factor for the dispersion
and linear terms; 6, is the time weighting factor for the velocity term; and {S™} is the value of {S}
at old time level n. The global boundary conditions must be used to provide {¥®} in Eq. (3.2.1 00).
The interaction between the overland and subsurface flows must be implemented to calculate {¥'}.
The interactions will be addressed in Section 3.4.

For a global boundary node I, the corresponding algebraic equation from Eq. (3.2.100) is
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CS +.+C. S, +.+C, Sy =L, +¥, - ¥/} (3.2.102)

In the above equations there are two unknowns T; and ‘PIB; either T or ‘I’IB, or the relationship
between Ty and W® must be specified. The numerical implementations of these boundary conditions
are described as follows.

Dirichlet boundary condition: prescribed salinity

If Sy is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cy, .., Cy, ..,
Cin) and the right-hand side terms (L; and P|') obtained before the implementation of boundary
conditions for this equation are stored in a temporary array, then an identity equation is created as

SI =S1da ]END (3.2.103)

where Syq is the prescribed salinity on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving this unknown, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of Np identity equations and (N
- Np) finite element equations for N unknowns S;’s. After S;’s for all nodes are solved from the
matrix equation, Eq. (3.2.100) is then used to back calculate Np yPs.

If a direct solver is used to solve the matrix equation, the above procedure will solve N S;’s
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criterion
must be strict enough so that the converged solution of N S;’s are accurate enough to the exact
solution. With such accurate S;’s, then can be sure that the back-calculated ND Wg;’s are accurate.

Cauchy boundary condition: prescribed salt flux

If¥2is given (Cauchy flux boundary condition), all coefficients (Cy, .., Cyy, .., Cin) and the right-
hand side terms (L; and ;') obtained before the implementation of boundary conditions for this
equation are stored in a temporary array, then Eq. (3.2.102) is modified to incorporate the boundary
conditions and used to solve for S;. The modification of Eq. (3.2.102) is straightforward. Because
¥,” is a known quantity, it contributes to the load on the right hand side. This type of boundary
conditions is very easy to implement. After S;’s are obtained, the original Eq. (3.2.102), which is
stored in a temporary array, is used to back calculate N¢ W(*’s on flux boundaries (where N¢ is the
number of flux boundary nodes). These back-calculated ¥;>’s should be theoretically identical to
the input ¥;*’s. However, because of round-off errors (in the case of direct solvers) or because of
stopping criteria (in the case of iterative solvers), the back-calculated ¥;*’s will be slightly different
from the input ¥ B°s. If the differences between the two are significant, it is an indication that the
solvers have not yielded accurate solutions.

Neumann boundary condition: prescribed gradient of salinity

At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
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gradient is given. For this case, all coefficients (C, .., Cyy, .., Cin) and the right-hand side terms (L;
and P'1') obtained before the implementation of boundary conditions for this equation are stored in a
temporary array, then Eq. (3.2.102) is modified to incorporate the boundary conditions and used to
solve for S;. For the Neumann boundary condition, W¥.® contributes to both the matrix coefficient
and load vector, thus both the coefficient matrix [C] and the load vector {L.} must be modified.
Recall

¥/ = [n-(qs - N.D°hVS)dB (3.2.104)
B

Substituting Eq. (2.2.66) into Eq. (3.2.104), we have

tw}=[cslis)+ {5}
inwhich  CB,;=[n-WqN,dB and LB =[N¥,()dB (3.2.105)
B B

where [CB] and {LB} are the coefficient matrix and load vector due to Neumann boundary. Adding
the I-th equation in Eq. (3.2.105) to Eq. (3.2.102), we obtained a modified equation, which can be
solved for solve S;. After S;is solved, the original Eq. (3.2.102) (recall the original Eq. (3.2.102)
must be and has been stored in a temporary array) is used to back-calculate V.

Variable boundary condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the
river/stream/canal reach. If the flow is going out of the reach, the boundary condition is
implemented similar to the implementation of Neuman boundary condition with Y™ = (. The
assumption of zero Neumann flux implies that a Neuman node must be far away from the
source/sink.

3.2.5.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-
Eulerian finite element method is used to solve the salt transport equation, we expand Eq. (3.2.96) to
yield following advection-dispersion equation in the Lagrangian form

D,S

5 +KS=D+¥Y*+¥' where V =% (3.2.106)
in which
Lo 1y, _1lv.(ps. s ME+ME-ME M
K=y oty vila), D=V (*-vs), — ¥ (3.2.107)

To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.2.106) along its characteristic line from x; at new time level to x; at old time level or on the
boundary (Fig. 3.2-3), we obtain
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(l_i_%K[(nij[(nn) (1_%]( jS* Azz' (D(””) D )

" AT (lPS(nn) 4 \PS*) AT (\Pl( i) +‘P1*) . (3.2108)
o i ‘ > 7], ieN

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before At is consumed; K™, T,V D™D @300 and 1D respectively, are the values of K, T,

D, ‘PS and P! , respectively, at Xj at new tlme level t = (nt+1)At; and K1 s T1 , D1 R ‘Pls*, and ‘I’II ,
respectively, are the values of K, T, D, ¥°, and ¥, respectively, at the location x; .

To compute the dispersion/diffusion terms D;™*" and D;’, we rewrite the second equation in Eq.
(3.2.107) as

hD =V -(hD* -VS) (3.2.109)

Applying the Galerkin finite element method to Eq. (3.2.109) at new time level (n+1), we obtain the
following matrix equation for {D™} as

[aw)]{D(nm} N [b(n+1>]{5<n+n }: {me} (3.2.110)
i which {D(n+1>}:{Dl<n+1> pyy L pe ng}”‘“"“’m (3.2.111)
O e R AT 1) (3.2.112)
{Brl={go=d v ey gl e (3.2.113)

aj" = f N,(h) oy N R, B = [VN,-(aD®),.,-VN dR.
! (3.2.114)
Bi(n+1) _ J’n'Ni(hDSLnH)_VS(nH)dB

B

where the superscript (n+1) denotes the time level; N and N are the base functions of nodes at x; and
X;, respectively.

(n+1)

Lumping the matrix [a(nﬂ)], we can solve Eq. (3.2.110) for D;"" " as follows

DI = Z b"S"V if Iis aninterior point

(n+l)

| (3.2.115

B(n+1)

(n+1) (n+1)
11

Do = zb<"+1>S(”+” if 1is a boundary point

where a ™™ is the lumped a; ™. Following the identical procedure that leads Eq. (3.2.109) to Eq.
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(3.2.115), we have

1 : : . . .
D" = _WZb};”S;”) if  [is aninterior point
1 J

| 1 (3.2.116)
D" :WBI(M) —WZb,(j”)S;”) if  1is aboundary point
1 mj
where {B™}, {a™} and {b™}, respectively, are defined similar to {B™™"}, {a™} and {b™™},
respectively.

With {D™} calculated with Eq. (3.2.116), {D"} can be interpolated. Substituting Eq. (3.2.115) into
Eq. (3.2.108) and implementing boundary conditions given in Section 2.2.5, we obtain a system of N
simultaneous algebraic equations N unknowns (S;""" fori=1, 2, .., N.) If the dispersion/diffusion
term is not included, then Eq. (3.2.108) is reduced to a set of N decoupled equations as

a,S""=b, ieN (3.2.117)
where
_ At (n+1)
a; = 1+7K,- (3.2.118)
bl. _ (1 —%Ki*jsi* +%(\P[Sln+l) n \P[S*)_'_%(\Pilwm n \P,-I*), ieN (3.2.119)

Equation (3.2.117) is applied to all interior nodes without having to make any modification. On a
boundary point, there two possibilities: Eq. (3.2.117) is replaced with a boundary equation when the
flow is directed into the region or Eq. (3.2.117) is still valid when the flow is direct out of the region.
In other words, when the salt is transported out of the region at a boundary node (i.e., when NV >
0), a boundary condition is not needed and Equation (3.2.117) is used to compute the S;{""". When
the salt is transported into the region at a node (i.e., when NV < 0), a boundary condition must be
specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node. For this alternative approach, the implementation of boundary conditions at global
boundary nodes is identical to that in the finite element approximation of solving the salt transport
equation.

3.3 Solving the Three-Dimensional Subsurface Flow Equations

The Richards equation is discretized with the Galerkin finite element method in space and with the
finite difference method in time. In our model, the steady-state version of subsurface flow equations
can be solved for determining the initial subsurface flow condition when boundary conditions are
complicated and/or unsaturated zones are taken into account. The details of solving the Richards
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equation and the salt transport has been described in detail elsewhere (Yeh et al, 1994; Lin et al.,
1997). The numerical solution of thermal transport equations follows similar to that for two-
dimensional thermal equation in overland flow. These numerical solutions are summarized below
for the completeness of this report.

3.3.1 Finite Element Approximations of the Flow Equations

Finite element disretization in space. When using the finite element method, the referenced
pressure head in Eq. (2.3.1) is approximated by:

Z (x,y,2 (3.3.1)

where h; and N;j are the amplitude of h and the base function, respectively, at nodal point j and N is
the total number of nodes. After defining a residual and forcing the weighted residual to zero, the
flow equation, Eq.(2.3.1), is approximated as:

UN LFN, dR}a;Z U(VN[)-K-(VN/.)dR}hj

R IOU R

(3.3.2)

:jNip—qdR—I(VNi)-K-£VzdR+J‘n-K-£Vh+£szNidB
R 100 R IOo B p()

In matrix form, Eq.(3.3.2) is written as:
M]{ } \={0}+ G}+ (B) (333)

where {dh/dt} and {h} are the column vectors containing the values of dh/dt and h, respectively, at
all nodes; [M] is the mass matrix resulting from the storage term; [S] is the stiff matrix resulting
from the action of conductivity; {Q}, {G}, and {B} are the load vectors from the internal
source/sink, gravity force, and boundary conditions, respectively. The mass matrix, [M], and stiff
matrix, [S], are defined as:

M= [N:LFNgaR and 5,="Y [(VN:)K-(VN;)dR (3.3.4)

eeM, R, 0 eeM, R,

where R. is the region of element e, M, is the set of elements that have a local side a- coinciding
with the global side i-j, and N, is the a-th local base function of element e. The three load vectors,
{Q}, {G}, and {B}, are defined as:

0= sz"ﬁqdR G=-Y [(VN;)K-L-vzdr (33.5)

eeM, R, eeM, R, po
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B=-Y [N:n: {— K- {Vh + ﬁvZHdB (3.3.6)

eeN, B, po

where N is the set of boundary segments that have a local node a coinciding with the global node i,
and B, is the length of boundary segment e.

Finite element evaluation of Darcy velocity. In most numerical models, Darcy velocity components
are calculated numerically by taking the derivatives of the simulated h as

V--K- (ﬁ(wvj i, + sz (33.7)
P,

The above formulation results in velocity field which is not continuous at element boundaries and
nodal points if the variation of h is other than linear or constants. The alternative approach would be
to apply the Galerkin finite element method to Eq. (2.3.3), thus one obtains

wivi={po.} Wwiv,j=io,p Wlr}={o.} (3:3.8)

where the matrix [U] and the load vectors {D}, {Dy}, and {D,} are given by

Uy=> [NNjdR, D =Y jN;i-K-{&Vh+VZ}dR, (3.3.9)

eeM, R, eeM, R, p

D,=-Y [N K- {&Vh +Vz}dR, D=y jN;k-K-{&w +Vz}dR (3.3.10)
eeM, R, P eeM, R, P

where V,, Vy, and V, are the Darcy velocity components along the x-, y-, and z-directions,

respectively and i, j, and k are the unit vector along the x-, y-, and z-coordinates, respectively.

Finite difference discretization in time. We derive a matrix equation by integrating Eq. (3.3.3). An
important advantage in finite element approximation over the finite difference approximation is the
inherent ability to handle complex boundaries and obtain the normal derivatives therein. In the time
dimension, such advantages are not evident. Thus, finite difference methods are typically used in
the approximation of the time derivative. Two time-marching methods are adopted in the present
model.

The first one is the time weighted method written as:

M
I, 1)) s+ 0-0fsTa}= o)+ (61 (B) G2
where [M], [S], {Q}, {G}, and {B} are evaluated at (t + wAt). In the Crank-Nicolson centered-in-
time approach o = 0.5, in the backward-difference (implicit difference) o = 1.0, and in the forward-
difference (explicit scheme) ® = 0.0. The central-Nicolson algorithm has a truncation error of
O(At%), but its propagation-of-error characteristics frequently lead to oscillatory nonlinear instability.
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Both the backward-difference and forward-difference have a truncation error of O(At). The
backward-difference is quite resistant to oscillatory nonlinear instability. On the other hand, the
forward difference is only conditionally stable even for linear problems, not to mention nonlinear
problems.

In the second method, the values of unknown variables are assumed to vary linearly with time during
the time interval, At. In this mid-difference method, the recurrence formula is written as:

(2[5 8o~ Dl = l0} 61+ () 3.312)
" o =208} U, aa1)

where [M], [S], {Q}, and {B} are evaluated at (t+At/2).

Equations (3.3.11) and (3.3.12) can be written as a matrix equation

[4lin}={L}+1{B}, (3.3.14)

where [A] is the assembled coefficient matrix, {h} is the unknown vector to be found and represents
the values of discretized pressure field at new time, {L} is the load vector due to initial conditions
and all types of sources/sinks, and {B} is the load vector due to boundary conditions including the
global boundary and media-interface boundaries. Take for example, Eq. (3.3.11) with ® = 1.0, [C]
and {L} represent the following:

[A]:%ﬂs] and {L}:M{h},+{Q}+{G} (3.3.15)

where {h} is the vector of the discretized pressure field at previous time.

Mass lumping. Referring to the mass matrix, [M], one may recall that this is a unit matrix if the
finite difference formulation is used in spatial discretization. Hence, by proper scaling, the mass
matrix can be reduced to the finite-difference equivalent by lumping (Clough 1971). In many cases,
the lumped mass matrix would result in better solution, in particular, if it is used in conjunction with
the central or backward-difference time marching (Yeh and Ward 1980). Under such circumstances,
it is preferred to the consistent mass matrix (mass matrix without lumping). Therefore, options are
provided for the lumping of the matrix [M]. More explicitly, [M] will be lumped according to:

ecMe\ p=1 R, po

Ne
Mijzf{z'[N;ﬁFN;dRJ if j=i and M,=0 if j#i (3.3.16)

Implementation of global Boundary Conditions. For any interior node I, its algebraic equation is
obtained by the I-th row of Eq. (3.3.14) as

A+ A+ Ay =L (3.3.17)
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Note that By is absent from Eq. (3.3.17) for all interior nodes. For the purpose of discussion, one
may consider Eq. (3.3.17) to correspond the unknown h; (one equation, one unknown). For any
boundary node I, the corresponding algebraic equation from Eq. (3.3.14) is

A+ A A+ A by =L+ B, (3.3.18)

In the above equation there are two unknowns hy and By; either hy or By, or the relationship between
hr and B; must be specified. Before the implementation of global boundary and media-interface
boundary conditions, the coefficient matrix (Ay, .., Ary, .., Arn) and the right hand load term (L)
must be stored in a temporary array. Then Eq. (3.3.18) is modified with the implementation of
boundary conditions. After the implementation, the modified equations are solved for the primary
unknown hy’s. The final step is to back calculate By’s using unmodified Eq. (3.3.18).

The global and interface (river-subsurface media interface or overland-subsurface media interface)
conditions must be used to provide {B} for all boundary nodes in Eq. (3.3.18). The interface
boundary condition will be addressed in Sub-sections 3.4.2 through 3.4.4. The global boundary
conditions are addressed below.

Dirichlet boundary condition: prescribed pressure head
For a Dirichlet node I, we simply rewrite Eq. (3.3.18) as
h,=h, 3.3.19)
which is obtained by modifying both the corresponding coefficient matrix and load vector as
A4,=0,.,4,,,=0,4,,,=1L4,,,=0,.,4,,=0 and L, +B, =h, (3.3.20)
Thus, it is seen that for a Dirichlet node, both the matrix coefficient and the load vector are modified.
Cauchy boundary condition: prescribed total flux

For the Cauchy boundary condition given by Eq.(2.3.7), we simply substitute Eq.(2.3.7) into
Eq.(3.3.6) to yield the value of By for the Cauchy node I:

P
B, = —fN, ~—q.dB, (3.3.21)
5 Po
Thus, the modification of Eq. (3.3.18) is to simply add By to L.

Neumann boundary condition: prescribed gradient flux

For the Neumann boundary condition given by Eq.(2.3.6), we substitute Eq.(2.3.6) into Eq.(3.3.6) to
yield the value of B; for the Neumann node I:
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B, =[N, [n K- pﬁvZ - an dB (3.3.22)

If the hydraulic conductivity is evaluated using the value of pressure head from previous iteration,
then this boundary condition only contribute to the modification of the load vector in Eq. (3.3.18).
Therefore, the modification of Eq. (3.3.18) is to simply add By to L.

Variable boundary condition: Dirichlet or Cauchy boundary condition

The implementation of variable-type boundary condition is more involved. During the iteration of
boundary conditions on the variable boundary, one of Egs.(2.3.9) through (2.3.12) is used at a node.
If either Eq.(2.3.10) or (2.3.13) is used, we substitute it into Eq.(3.3.6) to yield the value of By for
the variable node I:

o, P
B, = —INIqudB, or B, = —jN,—qedB (3.3.23)
By

o BV 0

which is independent of the pressure head h. Thus, if Eq. (2.3.10) or (2.3.13) is chosen during the
iterative process, the implementation of the boundary condition is to simply add By to L; in Eq.
(3.3.8) which is the corresponding algebraic equation for boundary node I. On the other hand, if Eq.
(2.3.9), (2.3.11), or (2.3.12) is chosen, we override Eq. (3.3.8) with an identity equation as in the
implementation of Dirichlet boundary conditions:

A,=0,..,4,,,=0,4,,=1,4,,,=0,..,4,,=0 and
L,+B,=h, if Eq. (23.9)isused or
L,+B,=h, if Eq. (23.11)isused or

L +B,=h, if Eq. (23.12)isused

(3.3.24)

River boundary condition:

For the the river boundary condition given by Eq.(2.3.8), we simply substitute Eq.(2.3.8) into
Eq.(3.3.6) to yield the following integrals:

p K p K
B= [N, L thdB and By, =[N, D x0,dB (3.3.25)
B, po R B, po R

The integrals By and By, respectively, are added to L and subtracted from Ay, respectively, in Eq.
(3.3.18) to complete the modification of this algebraic equation for the node I.

After the incorporation of boundary conditions, we obtain the following matrix equation
[Crt={R} where [C]=[4]+[B] and {R}={L}+[{B}] (3.3.26)
where [C] is the final coefficient matrix; {R} is the final right-hand side vector; and [B] and {B} the
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coefficient matrix and load vector contributed from boundary conditions. For saturated-unsaturated
flow simulations, [C] and {R} are highly nonlinear functions of the pressure head {h}.

Solution of the matrix equation. Equation (3.3.26) is in general a banded sparse matrix equation. It
may be solved numerically by either direct method or iteration methods. In direct methods, a
sequence of operation is performed only once. This would result in an exact solution except for
round-off error. In this method, one is concerned with the efficiency and magnitude of round-off
error associated with the sequence of operations. On the other hand, in an iterative method, one
attempts to the solution by a process of successive approximations. This involves in making an
initial guess, then improving the guess by some iterative process until an error criterion is obtained.
Therefore, in this technique, one must be concerned with convergence, and the rate of convergence.
The round-off errors tend to be self-corrected.

For practical purposes, the most advantages of direct method are: (1) the efficient computation when
the bandwidth of the matrix [C] is small, and (2) the fact that no problem of convergency is
encountered when the matrix equation is linear or less severity in convergence than iterative
methods even when the matrix equation is nonlinear. The most disadvantages of direct methods are
the excessive requirements on CPU storage and CPU time when a large number of nodes is needed
for discretization. On the other hand, the most advantages of iterative methods are the efficiencies in
terms of CPU storage and CPU time when large problems are encountered. Their most
disadvantages are the requirements that the matrix [C] must be well conditioned to guarantee a
convergent solution. For three dimensional problems, the bandwidth of the matrix is usually large,
thus the direction solution method is not practical. Only the iterative methods are implemented in
the three-dimensional flow module of WASH123D. Four iteration methods are used in solving the
linearized matrix equation: (1) block iteration, (2) successive point iteration, (3) incomplete
Cholesky preconditioned conjugate gradient method, and (4) algebraic multigrid method.

The matrix equation, Eq. (3.326), is nonlinear because both the hydraulic conductivity and the water
capacity are functions of the pressure head h. To solve the nonlinear matrix equation, two
approaches can be taken: (1) the Picard method and (2) the Newton-Ralphson method. The Newton-
Ralphson method has a second order of convergent rate and is very robust. However, the Newton-
Ralphson method would destroy the symmetrical property of the coefficient matrix resulting from
the finite element approximation. As aresult the solution of the linearized matrix equation requires
extra care. Many of the iterative methods will not warrant a convergent solution for the non-
symmetric linearized matrix equation. Thus, the Picard method is used in this report to solve the
nonlinear problems.

In the Picard method, an initial estimate is made of the unknown {h}. Using this estimate, we then
compute the coefficient matrix [C] and solve the linearized matrix equation by the method of linear
algebra. The new estimate is now obtained by the weighted average of the new solution and the
previous estimate:

= olh+ (1-0)n* | (3.3.27)

where {h(k+l)} is the new estimate, {hk} is the previous estimate, {h} is the new solution, and  is the
iteration parameter. The procedure is repeated until the new solution {h} is within a tolerance error.
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If o is greater than or equal to 0 but is less than 1, the iteration is under-relaxation. If ® = 1, the

method is the exact relaxation. If o is greater than 1 but less than or equal to 2, the iteration is
termed over-relaxation. The under-relaxation should be used to overcome cases when
nonconvergency or the slow convergent rate is due to fluctuation rather than due to "blowup"
computations. Over-relaxation should be used to speed up convergent rate when it decreases
monotonically.

In summary, there are 16 optional numerical schemes here to deal with as wide a range of problems
as possible. These are the combinations of: (1) two ways of treating the mass matrix (lumping and
no-lumping); (2) two ways of approximating the time derivatives (time-weighting and mid-
difference), and (3) four ways of solving the linearized matrix equation.

3.3.2 Numerical Approximations of Thermal Transport Equations

Two options are provided in this report to solve the thermal transport equation. One is the finite
element method and the other is the particle tracking method.

3.3.2.1 Finite Element Method. Recall the thermal transport equation is governed by Eq. (2.3.14)
that is rewritten in a slightly different form as

or  d(p,C,0+ p,C,)
C 9 C )= w=wW b~m T
(pW w T Py m) o + o (3.3.28)

+V-(p,C,VT)=V-(D"h-VT)=H "+ H®

Applying the finite element method to Eq. (3.3.28), we obtain the following matrix equation

T g )+ [kt = o+ o+ fo (3329
in which
M; = jNi(pWCWe +p,C, )deR’ V= IVVVipWCWVN/dR’

D, = j VN,-D"VNdR, K, = le. olp WCWgt)+ 2Ly JdR, (3.3.30)
R R
o/ =[n-(,p,C, VT - ND"VT)dB
B
® =[NHR, @ =[NHdR, @ =[NHddR (3.3.31)
R R R

where W; is the weighting function of node x;; Nj and N; are the base functions of nodes x; and x;,
respectively; [M] is the mass matrix, [ V] is the stiff matrix due to advective transport; [D] is the stiff
matrix due to dispersion/diffusion/conduction; {T} is the solution vector of temperature; {®®} is the
vector due to boundary conditions, which can contribute to load vector and/or coefficient matrix;
{®"} is the load vector due to artificial energy source; {®'} is the load vector due to energy
contained in rainfall; and {®°} is the vector due to chemical reaction, which is not considered in this
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version, but can be added easily.

Approximating the time derivative term in Eq. (3.3.29) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix equation

[clir}={L}- {0} (3.3.32)
in which
1= oo+ (k) 4, )

0= (B - onlost (kD-a-0. 1)} o+ o)

At

(3.3.33)

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources, rainfall, and net radiation; At is the time step size; 0 is the time weighting factor for the
dispersion and linear terms; 0, is the time weighting factor for the velocity term; and {T™} is the
value of {T} at old time level n. The global boundary conditions must be used to provide {®®} in
Eq. (3.3.32).

For a global boundary node I, the corresponding algebraic equation from Eq. (3.3.32) is

C\Li+.+C, T, +.+C, T, =L, —®] (3.3.34)

In the above equations there are two unknowns T} and ®,%; either T; or @2, or the relationship
between Ty and @;® must be specified. The numerical implementation of these boundary
conditions is described as follows.

Direchlet boundary condition: prescribed temperature

If Tr is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cyy, .., Ciy, ..,
Cin) and the right-hand side term (L) obtained before the implementation of boundary conditions
for this equation are stored in a temporary array, then an identity equation is created as

T,=T,, IcN, (3.3.35)

where Tiqgp 1s the prescribed temperature on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving these unknowns, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of Np identity equations and (N
- Np) finite element equations for N unknowns T;’s. After T;’s for all nodes are solved from the
matrix equation, Eq. (3.3.34) is then used to back calculate N @’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N T;’s
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criterion
must be strict enough so that the converged solution of N T;’s are accurate enough to the exact
solution. With such accurate T;’s, then can be sure that the back-calculated ND ®1B’s are accurate.
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Cauchy boundary condition: prescribed heat flux

If ®p; is given (Cauchy flux boundary condition), all coefficients (Cy 4, .., Ciy, .., Cin) and right-hand
side term (L) obtained before the implementation of boundary conditions for this equation are stored
in a temporary array, then Eq. (3.3.34) is modified to incorporate the boundary conditions and used
to solve for T;. The modification of Eq. (3.3.34) is straightforward. Because ®@;® is a known
quantity, it contributes to the load on the right hand side. This type of boundary conditions is very
easy to implement. After Tills are obtained, the original Eq. (3.3.34), which is stored in a temporary
array, is used to back calculate N¢ ®;%’s on flux boundaries (where N¢ is the number of flux
boundary nodes). These back-calculated ®;*’s should be theoretically identical to the input ®;*’s.
However, because of round-off errors (in the case of direct solvers) or because of stopping criteria
(in the case of iterative solvers), the back-calculated ®;"’s will be slightly different from the input
®%’s. Ifthe differences between the two are significant, it is an indication that the solvers have not
yielded accurate solutions.

Neumann boundary condition: prescribed gradient of temperature

At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
gradient is given. For this case, all coefficients (Cy, .., Ciy, .., Cin) and right-hand side term
(L) obtained before the implementation of boundary conditions for this equation are stored in a
temporary array, then Eq. (3.3.34) is modified to incorporate the boundary conditions and used
to solve for T;. For the Neumann boundary condition, ®;® contributes to both the matrix
coefficient and load vector, thus both the coefficient matrix [C] and the load vector {L} must be
modified. Recall

©f = [n-(#,0,C, VT ~ ND"VT)dB (33.36)
B
Substituting Eq. (2.3.19) into Eq. (3.3.36), we have

v’ }=[calir}+ L5}

inwhich ~ CB;=~[n-W,p,C,VN,dB and LB, =~[Ngp,,(t)B (3.3.37)
B B

where [CB] and {LB} are the coefficient matrix and load vector due to Neumann boundary. Adding
the I-th equation in Eq. (3.3.37) to Eq. (3.3.34), we obtained a modified equation, which can be
solved for solve Ty. After Tyis solved, the original Eq. (3.3.34) (recall the original Eq. (3.3.34) must
be and has been stored in a temporary array) is used to back-calculate ®;".

Variable boundary condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the region. If the
flow is going out of the region, the boundary condition is implemented similar to the implementation
of Neuman boundary condition with LB;=0. The assumption of zero Neumann flux implies that a
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Neuman node must be far away from the source/sink.
Atmosphere-subsurface media interface boundary condition:

At the atmosphere-media interface, the heat flux is a nonlinear function of the temperature since the
back radiation and the heat flux due to evaporation and sensible heat are both function of
temperature. To implement this boundary condition, we first expand Eq. (2.3.20) in Taylor series as
follows:

) ero)

where F=H, —H, —H,— H,

—n'(pWCWVT_DH'VT):F(T(k)) (3.3.38)

where T(k) is the value of T at previous iteration. Substituting Eq. (3.3.38) into Eq. (3.3.36), we
have

{ }E[ ]{} {LB} in which
dF

dr (3.3.39)
2[ ‘T ;0 N,dB and LB, :2[]\]1_ (F(T(“)—ﬁ T(k))dB

r=r"®

where [CB] and {LB} are the coefficient matrix and load vector due to the atmosphere-media
boundary condition. Adding the I-th equation in Eq. (3.3.39) to Eq. (3.3.34), we obtained a modified
equation, which can be solved for solve T;. After Tj is solved, the original Eq. (3.3.34) is used to
back-calculate d)lB.

Subsurface-river interface boundary condition:

This type of boundary condition will be addressed in Sub-Sections 3.4.3 and 3.4.4.
Subsurface-overland interface boundary condition:

This type of boundary condition will be addressed in Sub-Section 3.4.2.

3.3.2.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-

Eulerian finite element method is used to solve the thermal transport equation, we expand Eq.
(3.2.70) to yield following advection-dispersion equation in the Lagrangian form

DUT pWCrV
- where U = 3.3.40
Dt (IOWCWQ + pbcm) ( )
in which
1 a(pWCWH +p,C ) 1
_ m + V . p C V 3
(PwCy0+ p,C,,) ot (64 Cr8+ p,C,) e (3.3.41)
- 1 V-(D".VT) and @° = LS
(pWCWH)-I- pbcm (pWCWg + prm)
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To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.3.40) along its characteristic line from X; at new time level to x; at old time level or on the
boundary, we obtain

(1+ At K(n+1)jT<n+1)
2

(3.3.42)
:(1——Kl.*jT.*+A2T(D<"“) +D, )+A7(CDS +08) ien

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before At is consumed; Ki™™V, T, D™ and ;5" , respectively, are the values of K, T, D, and
o’ , respectively, at x; at new tlme level t= (n+1)At and K1 , T, , D, , and o5 , respectively, are the
values of K, T, D, and ®°, respectively, at the location x; .

To compute the dispersion/diffusion terms D;"™"" and D;", we rewrite the second equation in Eq.
(3.3.41) as

(p,C,0+ p,C,)D=V-(D"-VT) (3.3.43)

Applying the Galerkin finite element method to Eq. (3.3.43) at new time level (n+1), we obtain the
following matrix equation for {D™} as

[a(”“)]{D(”“)}+ [b(”“)]{T(”“)}: {B(’””} (3.3.44)
in which
{prol={pry pe o pe o pg e (3.3.45)
{T(n+l)}: {Tl(nm oL I (CU T}\(}nm}”ampose (3.3.46)
{B(n+1)}: {Bl(nH) B .. BUY Irgj(vfﬂl)}T""”S””Se 3.3.47)

(’Hl) J.N pWC €+pbcm) (n+1) N dR b(nH) J-V]Vl : (D H) (n+1) VdeR’
R
Bi(n+1) — J-n . ]vl (D H) T(n+l)dB (3.3.48)

B

(n+1)

where the superscript (n+1) denotes the time level; N and N are the base functions of nodes at x; and
Xj, respectively.

Lumping the matrix [a™1], we can solve Eq. (3.3.44) for D™ as follows
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(’Hl) (n+1)p(n+1) . , . . .
D = (n+l)zb T if Iis aninterior point

1 (3.3.49)
D" = T — B o Zb("+l)T('”l) if Iis a boundary point
/4 J

where a; ™" is the lumped P Following the identical procedure that leads Eq. (3.3.43) to Eq.
(3.3.49), we have

(n) _ (n)r(n) -+ . . . .
D;"” = e Zb ;" if Iis aninterior point

| (3.3.50)

(n)
II

D =L pw_ o Z b’T" if 1isaboundary point

where {B™}, {a™} and {b™}, respectively, are defined similar to {B™™}, {a™"} and {b"},
respectively.

With {D™} calculated with Eq. (3.3.50), {D*} can be interpolated. Substituting Eq. (3.3.49) into Eq.
(3.3.42) and implementing boundary conditions given in Section 2.3.2, we obtain a system of N
simultaneous algebraic equations N unknowns (Ti(“H) fori=1,2,..,N.) Ifthe dispersion/diffusion
term is not included, then Eq. (3.3.42) is reduced to a set of N decoupled equations as

a,T""=b, ieN (3.3.51)

a. =1+ ATK(n+1)
11 2

b= (1—%1{ jT* A;(cbs”” +0F), PN

where

(3.3.52)

Equations (3.3.51) is applied to all interior nodes without having to make any modification. On a
boundary point, there are two possibilities: Eq. (3.3.51) is replaced with a boundary equation when
the flow is directed into the region or Eq. (3.3.51) is still valid when the flow is direct out of the
region. In other words, when the thermal energy is transported out of the region at a boundary node
(i.e., when N+V > 0), a boundary condition is not needed and Equation (3.3.51) is used to compute
the T{""". When the thermal energy is transported into the region at a node (i.e., when N*V <0), a
boundary condition must be specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node. For this alternative approach, the implementation of boundary conditions at global
boundary nodes is identical to that in the finite element approximation of solving the thermal
transport equation.

3.3.3 Numerical Approximations of Salinity Transport
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Two options are provided in this report to solve the salinity transport equation. One is the finite
element method and the other is the particle tracking method.

3.3.3.1 Finite Element Method. Recall the salinity transport equation is governed by Eq. (2.3.23)
which is rewritten in a slightly different form as

92—‘?+%S+V-(VS)—V'(@'W’)=Sas (3.3.53)

Applying the finite element method to Eq. (3.3.53), we obtain the following matrix equation

1L sy [ols)+ KT = 4 b 3354

in which
M;=[NONdx, V,=[W,-VNdR,  D,=[VN,-0D-VNdR,
R R R

00 (3.3.55)
Ky = j N; ngdR’ ¥ = In -(WVS-NOD-VS)dB, ¥ = INiS”SdR
R B -

W= [NMPdR, W[ =[NMPAR, ¥ =[NMPdR, ¥ =[NM!dR (335
R R R k

where W; is the weighting function of node x;; N; and N; are the base functions of nodes x; and x;,
respectively; [M] is the mass matrix, [ V] is the stiff matrix due to advective transport; [D] is the stiff
matrix due to dispersion/diffusion/conduction; [K] is the stiff matrix due to the linear term; {S} is
the solution vector of salinity; {¥"} is the vector due to boundary conditions, which can contribute
to load vector and/or coefficient matrix; and {¥*} is the load vector due to artificial salt source.

Approximating the time derivative term in Eq. (3.3.54) with a time-weighted finite difference, we
reduce the advective-diffusive equation and its boundary conditions to the following matrix
equation.

[Cls)=1{L}-{w*} (3.3.57)
in which
=) o)+ [k) + 6, 17],

At

=B - opto+lx)- -0 s+ )

At

(3.3.58)

where [C] is the coefficient matrix, {L} is the load vector from initial condition, artificial
sink/sources and rainfall; At is the time step size; 0 is the time weighting factor for the dispersion
and linear terms; 0, is the time weighting factor for the velocity term; and { S™} is the value of {S}
at old time level n. The global boundary conditions must be used to provide {¥"} in Eq. (3.3.57).

For a global boundary node I, the corresponding algebraic equation from Eq. (3.3.57) is
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C\S +.+C S, +.+C, Sy =L, -V} (3.3.59)

In the above equations there are two unknowns T; and ‘PIB; either T; or ‘PIB, or the relationship
between T; and W, must be specified. The numerical implementation of these boundary conditions
are described as follows.

Dirichlet boundary condition: prescribed salinity

If Sy is given on the boundary node I (Dirichlet boundary condition), all coefficients (Cy 4, .., Cyy, ..,
Cin) and the right-hand side term (L) obtained before the implementation of boundary conditions
for this equation are stored in a temporary array, then an identity equation is created as

S, =S4, IeN, (3.3.60)

where Syq is the prescribed salinity on the Dirichlet node I and Np is the number of Dirichlet
boundary nodes. This process is repeated for every Dirichlet nodes. Note it is unnecessary to
modify other equations that involving this unknowns, which was done in the previous version. By
not modifying other equations, the symmetrical property of the matrix is preserved, which makes the
iterative solvers more robust. The final set of equations will consist of N identity equations and (N
- Np) finite element equations for N unknowns S;’s. After S;’s for all nodes are solved from the
matrix equation, Eq. (3.3.59) is then used to back calculate N, ¥*’s.

If a direct solver is used to solve the matrix equation, the above procedure will solve N S;’s
accurately except for roundoff errors. However, if an iterative solver is used, a stopping criterion
must be strict enough so that the converged solution of N S;’s are accurate enough to the exact
solution. With such accurate S;’s, then can we be sure that the back-calculated ND Wg;’s are
accurate.

Cauchy boundary condition: prescribed salt flux

IfY2is given (Cauchy flux boundary condition), all coefficients (Cy 1, .., Ciy, .., Cin) and the right-
hand side term (L) obtained before the implementation of boundary conditions for this equation are
stored in a temporary array, then Eq. (3.3.59) is modified to incorporate the boundary conditions and
used to solve for S;. The modification of Eq. (3.3.59) is straightforward. Because ¥;” is a known
quantity, it contributes to the load on the right hand side. This type of boundary conditions is very
easy to implement. After S;’s are obtained, the original Eq. (3.3.59), which is stored in a temporary
array, is used to back calculate N¢ ¥.%°s on flux boundaries (where N¢ is the number of flux
boundary nodes). These back-calculated ¥;®’s should be theoretically identical to the input ¥,*’s.
However, because of round-off errors (in the case of direct solvers) or because of stopping criteria
(in the case of iterative solvers), the back-calculated W;”’s will be slightly different from the input
¥ ®>s. Ifthe differences between the two are significant, it is an indication that the solvers have not
yielded accurate solutions.

Neumann boundary condition: prescribed gradient of salinity

At Neumann boundaries, the temperature gradient is prescribed, thus, the flux due to temperature
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gradient is given. For this case, all coefficients (Cy, .., Ciy, .., Cin) and the right-hand side term
(Ly) obtained before the implementation of boundary conditions for this equation are stored in a
temporary array, then Eq. (3.3.59) is modified to incorporate the boundary conditions and used
to solve for S;. For the Neumann boundary condition, W¥.2 contributes to both the matrix
coefficient and load vector, thus both the coefficient matrix [C] and the load vector {L} must be
modified. Recall

b= jn .(WVS - NODVS)dB (3.3.61)
B

Substituting Eq. (2.3.28) into Eq. (3.3.61), we have

W i=[cBl(s}+{LB)
inwhich ~ CB,;=[n-WVNdB and LB, =[NQ,,(t)B (3.3.62)
B B

where [CB] and {LB} are the coefficient matrix and load vector due to Neumann boundary. Adding
the I-th equation in Eq. (3.3.62) to Eq. (3.3.59), we obtained a modified equation, which can be
solved for solve S;. After S; is solved, the original Eq. (3.3.59) is used to back-calculate ¥;°.

Variable boundary condition:

At the variable boundary condition Node I, the implementation of boundary conditions can be made
identical to that for a Cauchy boundary condition node if the flow is directed into the
river/stream/canal reach. If the flow is going out of the reach, the boundary condition is
implemented similar to the implementation of Neuman boundary condition with Y™ = (. The
assumption of zero Neumann flux implies that a Neuman node must be far away from the
source/sink.

Subsurface-river interface boundary condition:

This type of boundary condition will be addressed in Sub-Sections 3.4.3 and 3.4.4.
Subsurface-overland interface boundary condition:

This type of boundary condition will be addressed in Sub-Section 3.4.2.

3.3.3.2 The Hybrid Lagrangian-Eulerian Finite Element Method. When the hybrid Lagrangian-

Eulerian finite element method is used to solve the salt transport equation, we expand Eq. (3.3.53) to
yield following advection-dispersion equation in the Lagrangian form

D,S \%

+KS=D+¥Y° where U=— (3.3.63)
Dt 0
in which
_100 lv-(v), D= lv-(ep-vs) and ¥ =2 (3.3.64)
0ot 0O 0 0
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To use the semi-Lagrangian method to solve the thermal transport equation, we integrate Eq.
(3.3.63) along its characteristic line from x; at new time level to x; at old time level or on the
boundary, we obtain

(1 L BT At K(n+l)jS(n+l)
2

(3.3.65)
(1—%K js* A; (D) + D)+ A; (\P.S(M) +‘P.S*), ieN

1 1

where At is the tracking time, it is equal to At when the backward tracking is carried out all the way
to the root of the characteristic and it is less than At when the backward tracking hits the boundary
before Atis consumed; K™, T,"D, D and @5 , respectively, are the values of K, T, D, and
ps , respectively, at x; at new tlme level t= (n+1)At and K1 , T, Dy, and ¥, respectively, are the
values of K, T, D, and W5, respectively, at the location x; .

To compute the dispersion/diffusion terms D;™"" and D", we rewrite the second equation in Eq.
(3.3.64) as

6D =V -(D-VS) (3.3.66)

Applying the Galerkin finite element method to Eq. (3.3.66) at new time level (n+1), we obtain the
following matrix equation for {D™} as

[a(,m)]{D(nH) }+ [b(ml)]{S(nJrl)}: {B(’Hl)} 3.3.67)
in which
{D(ml)}: {Dl(ml) D§n+1) o Di(n+1) o D](V’Hl) }Tmnspose (3.3.68)
{S(n+1)}: {Sl(ml) Sé'”l) o Si(Hl) o Sl(v"“)}m"s”m (3.3.69)
{B("”) }: {Bl(,,ﬂ) Bé'”l) o Bi(n+1) o B[(VnJrl) }Transpose (3.3.70)

a" = J'N wayN,dR, B = J'VN,- -(HD)‘(HI)-VdeR,
(3.3.71)
Bi(n+1) — .[n . NI(GDX Vs(n+l)dB

B

(n+1)

where the superscript (n+1) denotes the time level; N and N are the base functions of nodes at x; and
X;j, respectively.

(n+1)

Lumping the matrix [a™], we can solve Eq. (3.2.110) for Dy " " as follows
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D"V = o Zb("“)S(””) if Iis aninterior point

(3.3.72)
1 B(n+1)

(n+1) (n+l)
11

D(l’l+1)

Zb("”)S‘("“) if 1is aboundary point
J

where a; ™" is the lumped P Following the identical procedure that leads Eq. (3.3.66) to Eq.
(3.3.72), we have

D}") = Zb(")S(") if [Iis aninterior point

(ﬂ)

| 3.3.73)

(V!)
II

D" =—B" — o Zb(”)S(”) if  Iis aboundary point

where {B™}, {a™} and {b™}, respectively, are defined similar to {B™™}, {a™"} and {b"},
respectively.

With {D™} calculated with Eq. (3.3.73), {D*} can be interpolated. Substituting Eq. (3.3.72) into Eq.
(3.3.65) and implementing boundary conditions given in Section 2.3.3, we obtain a system of N
simultaneous algebraic equations N unknowns (Si(nﬂ) fori=1,2,..,N.) If the dispersion/diffusion
term is not included, then Eq. (3.3.65) is reduced to a set of N decoupled equations as

a,S""V =b, ieN (3.3.74)

1

where

_ E (n+1) _ _£ * * AT s+l S .
aﬁ—[a+ Kl j b[—[l K Js ST wy) e (3.3.75)

Equations (3.3.75) is applied to all interior nodes without having to make any modification. On a
boundary point, there two possibilities: Eq. (3.3.75) is replaced with a boundary equation when the
flow is directed into the region or Eq. (3.3.75) is still valid when the flow 1s direct out of the region.
In other words, when the salt is transported out of the region at a boundary node (i.e., when NV >
0), a boundary condition is not needed and Equation (3.3.75) is used to compute the S;"". When
the salt is transported into the region at a node (i.e., when N*V < 0), a boundary condition must be
specified.

Alternatively, to facilitate the implementation of boundary condition at incoming flow node, the
algebraic equation for the boundary node is obtained by applying the finite element method to the
boundary node. For this alternative approach, the implementation of boundary conditions at global
boundary nodes is identical to that in the finite element approximation of solving the salt transport
equation.

3.4 Numerical Implementation of Flow Coupling among Various Media
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This section addresses numerical implement of coupling flow simulations among various media
including (1) between 1D river and 2D overland flows, (2) between 2D overland and 3D subsurface
flows, (3) between 3D subsurface and 1D overland flows, and (4) among 1D river, 2D overland, and
3D subsurface flows. Without loss of generality, numerical implementations of coupling for water
flow equations are heuristically given for finite element approximations of diffusive wave models.
For Largrangian-Eulerian approximations of diffusive wave models, semi-Largrangian
approximations of kinematic wave models, or particle tracking approximations of fully dynamic
wave models in surface waters, the implementations of numerical coupling among various media
remain valid.

3.4.1 Coupling between 1-D River Networks and 2-D Overland Flows

The interaction between one-dimensional river and two-dimensional overland flows involves two
cases: one is between overland and river nodes (left frame in Fig. 3.4-1) and the other is between
overland and junction nodes (right frame in Fig. 3.4-1). For every river node (Node / in the left
frame of Fig. 3.4-1), there will be associated with two overland nodes (Nodes J and X in the left
frame of Fig. 3.4-1). For every junction node (Node L in the right frame of Fig. 3.4-1), there will be
associated with a number of overland nodes such as Nodes J, K, O, etc (right frame of Fig. 3.4-1). It
should be noted that nodes, such as Nodes J and K in the right frame of Figure 3.4-1, contribute flow
to both the river as source/sink of Node / and the Junction as source/sink of Node L.

Fig. 3.4-1. Depiction of Interacting River Nodes and Overland Nodes (left) and Junction
Nodes and Overland Nodes (Right)

3.4.1.1 Couple Flow Rates between the River Network and the Overland Regime.

Numerical approximations of the diffusive water flow equation for one-dimensional river with finite
element methods yield the following matrix
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c c ol 02

- - - - - = —= - Hl Rl 1 1
c c ol 02

- - - - - - H2 R2 2 2
c c c c c| c ol 02

A AL A A, WH =R 4107 b+ 3.4.1)

- = = = = — c c ol 02
L _ HN RN N N

where the superscript ¢ denotes the canal (channel, river, or stream); A;;is the I-th row, J-th column
of the coefficient matrix [A4]; H; denotes the water surface at Node /; R; is I-th entry of the load
vector {R}; N is the number of nodes in the canal; Oy is the rates of water source/sink from/to the
overland flow to/from canal node /; and the superscripts, o/ and 02, respectively, denote canal bank
1 and 2, respectively. Every canal node I involves 3 unknowns, H, O;°’, and O;”. However, Eq.
(3.4.1) gives just one algebraic equation for every canal node /. Clearly, two additional algebraic
equations are need for every canal node /.

Applications of finite element methods to two-dimensional diffusive wave flow equations yield the
following matrix

Ay Ay = = = = Ay, H,’ R’ -
4y = == = == — Ay Hy Ry T
A o A o _ A o _ A o H o R [ o
J1 J2 S 1M J\_ J 0, (3.4.2)
Ay Ay —— Ay Ay Hy Ry Kn
_A]\fll Ay T A]\ZM_ Hy Ry -

where the superscript o denotes the overland; 4;; is the /-th row, J-th column of the coefficient
matrix [4]; H; denotes the water surface at Node 7; R; is I-th entry of the load vector {R}; M is the
number of nodes in the overland ; and O, and Qk are the rates of water sink/source from/to the
overland to/from the canal via nodes J and K, respectively. Equation (3.4.2) indicates that there is
one unknown corresponding to one algebraic equation for every interior node. However, for every
algebraic equation corresponding an overland-canal interface node, there are two unknowns, the
water surface and the flow rate. Therefore, for every overland-river interface node, one additional
equation is needed. Since for every canal node, there are associated two overland-interface nodes,
four additional equations are needed for every canal node / for the four additional unknowns Q,°,

QK()’ QIO]a and Q102.

The additional equations are obtained by two interface boundary conditions. The first one is the
continuity of flux. The second one is the imposition of continuity of water surfaces between canal
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and overland nodes or the formulation of flow rates. Two of the additional equations are obtained
from the interface condition between the canal node 7 and the overland node J as

Q=0 H/=HS or O =f(h.h) (3.4.3)

where 7 is a prescribed function of water depths /,° and 4, at the overland node J and the canal node
1. The other two additional equations are obtained from the interface condition between the canal
node / and the overland node K

00 =0"  H{=HS or 07 =f(hh) (3.4.4)

where f is a prescribed function of water depths 4x” and 4, at the overland node K and the canal
node /.

When the direct contribution of flow from the overland regime to a junction node L (Fig. 3.4-1) is
significant, Equations (3.1.77) or (3.1.78) must be modified

d¥, dh, & ,
—L=>0,+ 3.4.5
dn, di S Ou 0;{) % (34.5)
or
=3 =3
DO+ D05 =D VA + D> 05 =0 (3.4.6)
i=1 OeN, i=1 OeN,

where h, and ¥, are the water depth and volume at the junction node L, O, is the flux contributed

from the node iL of the reach i, Q) is the flux contributed from the overland node O to the junction

and N is the number of overland nodes interfacing with the junction L. Additional Ny unknowns
have been introduced in Equation (3.4.5) or (3.4.6). For each overland-junction interface node, say
O (the right frame in Fig. 3.4-1), the finite element equation written out of Eq. (3.4.2) is

AyH + A H, +. .+ Ay, Hy) +..+ A,,H,; =R, -0, (3.4.7)

It is seen that Equation (3.4.7) involves two unknowns, H,;yand QJ. One equation must be

supplemented to the finite element equation to close the system. This equation is obtained by either
imposing the continuity of water surfaces between nodes O and L or formulating flux as

HS=H, or 0=fhsh) (3.4.8)
where f, is a prescribed function of water depths at nodes O and L.

Finally, for each reach-junction interface node, say node / (the right frame in Fig. 3.4-1) which we
shall say Node /L of the first reach connecting to Junction L, the formulation of Q,; (or Q,') is

similar to that of Equation (3.4.9) as

H'=H, or 0/ =f(h.h,) (3.4.9)
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where the superscript / denotes reach number and the subscript / denote node number.
3.4.1.1 Couple thermal or Salt Rate between the River Network and the Overland Regime.

Numerical approximations of thermal or salt transport equation for one-dimensional river with finite
element methods yield the following matrix

- o = = —— e} R M M
—— = —— —— —— —— ——|ES| RS M| (M)

Ci Cy —— Cf —— —= Cn [NEf =R p+ M/ +1M7 (3.4.10)

—= == == == = == = |E¢| (R My (MY

where the superscript ¢ denotes the canal (channel, river, or stream); Cj; is the I-th row, J-th column
of the coefficient matrix [C]; E; denotes the temperature or salinity at Node /; R; is I-th entry of the
load vector {R}; N is the number of nodes in the canal; M; is the rate of energy or salt source/sink
from/to the overland flow to/from canal node /; and the superscripts, o/ and 02, respectively, denote
canal bank 1 and 2, respectively. Every canal node / involves 3 unknowns, E°, M,°', and M.

However, Eq. (3.4.10) gives just one algebraic equation for every canal node /. Clearly, two
additional algebraic equations are need for every canal node /.

Applications of finite element methods to two-dimensional thermal or salt transport equation yield
the following matrix

Gy Gy —— == —= —= Gy ||E’ R’ -
¢, —— — —— —— —— G, ||E, Ry T
ce C; —— C° —— —— Col|lE°| |R°| |M?
s Co Ji ™M O G (3.4.11)
Ci, Cgy —— —— Cg —— C4y EY Ry My

where the superscript o denotes the overland; Cj; is the /-th row, J-th column of the coefficient
matrix [C]; E;denotes the temperature or salinity at Node /; R;is I-th entry of the load vector {R}; M
1s the number of nodes in the overland; and M, and M are the rates of thermal or salt sink/source
from/to the overland to/from the canal via nodes J and K, respectively. Equation (3.4.11) indicates
that there is one unknown corresponding to one algebraic equation for every interior node.
However, for every algebraic equation corresponding to an overland-canal interface node, there are
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two unknowns, the temperature or salinity and the thermal or salt flux. Therefore, for every
overland-river interface node, one additional equation is needed. Since for every canal node, there
are associated two overland-interface nodes, four additional equations are needed for every canal
node [ for the four additional unknowns M,°, Mx°, M°!, and M.

The additional equations are obtained by two interface boundary conditions. The first one is the
continuity of flux. The second one is the assumption that the thermal or salinity rates through the
interface node are due mainly to water flow (i.e., advection). Two of the additional equations are
obtained from the interface condition between the canal node 7/ and the overland node J as

M,“l _ pWCWQIUI %((1+sign(Q,”] ))EJ" +(1—sign (Q;” ))E,“) and

| (3.4.12)
M?=p,C,0° E((l + sign (QJO ))E, " (1 — sign (Q,a ))Ez)
for thermal transport or
M]ol _ Qlol %((1 + sign (Q]ol ))EJO + (1 —sign (Q,ol ))E,ﬂ) and
(3.4.13)

M =0; %((1 +sign(0;)) E7 +(1-sign(07)) E¢ )

for salt transport. It should be noted that in Equations (3.4.12) and (3.4.13) 9" = @/, thus the
continuity M, =M, is preserved.

The other two additional equations are obtained from the interface condition between the canal node
I and the overland node K as follows.

Mo = pWCWQ,"z%((HSign (onz))EKo +(1—sign(Q102))E,C) and

| (3.4.14)
M2 = py Qi 5 ((1+sign (07 )) B +(1- sign(07)) £ )
for thermal transport or
M/ =07 l((1 + sign (Q,‘)2 ))E,f + (1 — sign (Q,"2 ))E,”) and
2 (3.4.15)

Mg = Q,f%((l +Sign(Q,f ))E,f +(1—sign (QK” ))E,C)

for salt transport. It should be noted that in Equations (3.4.12) and (3.4.13) 9, = @9/, thus the
continuity M,> =M, is preserved.

When the direct contribution of energy or salt from the overland regime to a junction node L (Fig.
3.4-1) is significant, Equations (3.1.121) and (3.1.122) or Equations (3.1.156) and (3.1.157) must be
modified
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dp, C,¥LE, =S 00+ > M or D Do+ > MI=0 (3.4.16)

dt OeNy i OeNy

with E, denoting 7, (where 7, is the temperature at the junction L) for thermal transport or

d¥ - -
LS, =D ¥+ 2 My or X)W+ Y MJ=0 (3.4.17)

dt OeN, i OeN,

with E, denoting S, (where S, is the salinity at the junction L) for salt transport. Additional N

unknowns have been introduced in Equation (3.4.16) or (3.4.17). For each overland-junction
interface node, say O (the right frame in Fig. 3.4-1), the finite element equation written out of Eq.
(3.4.11) s

CoE’+CLE +. . +CoE) +.+CyEyy =R) —M, (3.4.18)
It is seen that Equation (3.4.18) involves two unknowns, Eo° and Mo°. One equation must be

supplemented to the finite element equation to close the system. This equation is obtained by
formulating energy or salt rates

M) =p,C,0; %((1 + sign(QO” ))EOU + (l - Sign(QO" ))EL) (3.4.19)
for thermal transport or
Mg =0; %((1 + sign(0g )ES +(1- sign(0g)E, ) (3.4.20)

for salt transport. Finally, the formulation of ®, or ‘P, is identical to that of A in Equation
(3.4.19) or (3.4.20).

3.4.2 Coupling between 2-D Overland and 3-D Subsurface Flows

The interaction between two-dimensional overland and three-dimensional subsurface flows is rather
simple. For every subsurface node (Node J in Fig. 3.4-2), there will be associated an overland
nodes (Node 7 in Fig. 3.4-2).

3.4.2.1 Couple Flow Rates between the Overland Regime and Subsurface Media.

Numerical approximations of the diffusive water flow equation for two-dimensional overland with
finite element methods yield the following matrix
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Hy

Ry

io

N

(3.4.21)

where the superscript o denotes the overland; Ay is the I-th row, J-th column of the coefficient
matrix [4]; H; denotes the water surface at Node 7; R; is I-th entry of the load vector {R}; N is the
number of nodes in the overland; and Q; is the rates of water sink/source from/to the overland node /
to/from the corresponding subsurface node (e.g., Node J in Fig. 3.4-2) due to infiltration (the
superscripts, io, denotes the infiltration from overland).

unknowns, H;” and and Q;°.

Every overland node [ involves two
However, Eq. (3.4.21) gives just one algebraic equation for every

canal node /. Clearly, one additional algebraic equation is needed every overland node /.

Fig. 3.4-2. Depiction of Interacting Subsurface Nodes and Overland Nodes

J

Applications of finite element methods to the three-dimensional subsurface flow equation yield the

following matrix
Ay

4

4;

o
AMI

s
4; = -

N
- 00 T~ AIM

— - - 4

[
AMZ -

N
- AIM

o
AMM

H’
H;
H;

Hy

R’
R’

= RJY

(3.4.22)

where the superscript so denotes the subsurface media; A;; is the /-th row, J-th column of the
coefficient matrix [4]; H;denotes the total head at Node J; R, is J-th entry of the load vector {R}; M
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is the number of nodes in the subsurface media; and O, is the rates of water source/sink from/to the
overland to/from the subsurface media at node J. Equation (3.4.22) indicates that there is one
unknown corresponding to one algebraic equation for every interior node. However, for every
algebraic equation corresponding to a subsurface-overland interface node, there are two unknowns,
the total head and the flow rate. Therefore, for every subsurface media node interfacing with an
overland node, one additional equation is needed. Since for every overland node, there is associated
one subsurface-interface node, two additional equations are needed for every overland node / for the
two additional unknowns Q;° and Q,'.

The additional equations are obtained by the interface boundary condition between the overland
node / and the subsurface media node J as

0'=0"  H =H’ or Q°=K(H;-H) (3.4.23)

where K is the exchange coefficient representing the property of the medium separating the overland
and subsurface media, but not being included as part of the media.

3.4.2.2 Couple thermal or Salt Rate between the Overland Regime and Subsurface Media.

Numerical approximations of thermal or salt transport equation for two-dimensional overland regime
with finite element methods yield the following matrix

P _ = (Ef) (RP) (M
- —_ - I _ E20 R20 leo
Cy Cp Cy —— Cx RE [ =4Rp+M/° (3.4.24)
- = = = —— —— ——||Eg| |Rg| M

where the superscript o denotes the overland; Cj; is the I-th row, J-th column of the coefficient
matrix [C]; E;denotes the temperature or salinity at Node /; R;is I-th entry of the load vector {R}; N
is the number of nodes in the overland; and M is the rate of energy or salt source/sink from/to the
subsurface to/from the overland node / (the superscript, io, denotes the infiltration from overland).
Every overland node 7 involves two unknowns, E;°, and M;°. However, Eq. (3.4.24) gives just one
algebraic equation for every canal node /. Clearly, one additional algebraic equation is need for

every overland node /.

Applications of finite element methods to three-dimensional thermal or salt transport equations for
subsurface media yield the following matrix
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Clsl Clsz - - - - == Cl?\/l Els Rls -
Czsl - - - - - - /= CZSM Ezs st -
CJSl CJsz - CJSJ - = Cli/[ EJS = RJS - MJS (3.4.25)
Coi Ca == == == == G |[Ba] (R |-

where the superscript s denotes the subsurface media; Cj; is the /-th row, J-th column of the
coefficient matrix [C]; E; denotes the temperature or salinity at Node J; R, is J-th entry of the load
vector {R}; M is the number of nodes in the overland ; and M; is the rate of thermal or salt
sink/source from/to the subsurface node J to/from the corresponding overland node /. Equation
(3.4.25) indicates that there is one unknown corresponding to one algebraic equation for every
interior node. However, for every algebraic equation corresponding an subsurface-overland
interface node, there are two unknowns, the temperature or salinity and the thermal or salt flux.
Therefore, for every subsurface-overland interface node, one additional equation is needed. Since
for every overland node, there is associated one subsurface-interface nodes, two additional equations
are needed for every overland node 7 and its corresponding subsurface node J for the two additional
unknowns M, and M.

The additional equations are obtained from the interface condition between the overland 7/ and the
subsurface J as

M =p,C,0/ %((1 + sign (Q,’b ))Ej + (1 —sign (Q,’b ))E,O) and

| (3.4.26)
M; =p,C,0; 5((1 +sign (QJV ))EJV + (1 —sign (QJY ))Elu)
for thermal transport or
M?=0" l((1 + sign (Q,"’ )) E;+ (l — sign (Q,"’ )) E,”) and
2 (3.4.27)

M} =0; %((1 +sign (QJS ))Ej + (1 —sign (QJS ))E’o)

for salt transport. It should be noted that in Equations (3.4.26) or (3.4.27) Q" = Q;, thus the
continuity M,° = M, is preserved.

3.4.3 Coupling between 3-D Subsurface and 1-D Surface Flows

The interaction between three-dimensional subsurface and one-dimensional river flows involves
three options: (1) river is discretized as finite-width and finite-depth on the three-dimensional
subsurface media (Fig. 3.4-3), (2) river is discretized as finite-width and zero-depth on the three-
dimensional subsurface media (Fig. 3.4-4), and (3) river is discretized as zero-width and zero-depth
on the three-dimensional subsurface media (Fig. 3.4-5). Option 1 is the most realistic one.
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However, because of the computational demands, it is normally used in small scale studies involving
the investigations of infiltration and discharge between river and subsurface media on a local scale.
Option 2 is normally used in medium scale studies while Option 3 is normally employed in large
scale investigations. In Option 1, for every river node there are associated with a number of
subsurface interfacing nodes such as X, .., J, .., and L(Fig. 3.4-3). In Option 2, for every river node
there are associated with three subsurface interfacing nodes K, J, and L (Fig. 3.4-4). In Option 3, for
every river node there is associated with one subsurface interfacing node J (Fig. 3.4-5).

3.4.3.1 Couple Flow Rates between the River Network and the Subsurface Media.

Numerical approximations of the diffusive water flow equation for one-dimensional river with finite
element methods yield the following matrix

TSRS N

LU
1

Fig. 3.4-3. Rivers Are Discretized as Finite-Width and
Finite-Depth on the Subsurface Media

Fig. 3.4-4. Rivers Are Discretized as Finite-Width and
Zero-Depth on the Subsurface Media
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Fig. 3.4-5. Rivers Are Discretized as Zero-Width and
Zero-Depth on the Subsurface Media

where the superscript ¢ denotes the canal (channel, river, or stream); A;;is the I-th row, J-th column
of the coefficient matrix [A4]; H; denotes the water surface at Node /; R; is I-th entry of the load
vector {R}; N is the number of nodes in the canal; O is the rates of water sink/source from/to the

Ry

ic

N

(3.4.28)

river node 7 to/from the subsurface media. Every canal node / involves two unknowns, H; and O;°.

However, Eq. (3.4.28) gives just one algebraic equation for every canal node /. Clearly, one

additional algebraic equation is need for every canal node /.

For example, taking Option 2 where there are three nodes associated with one canal node, the

applications of finite element methods to three-dimensional subsurface flow equations yield

M s s
All A12
N
A21 - T
s s N
AK 1 AK 2 AKK
s s
AJ 1 AJ 2
s s s
ALI ALZ A>>

N N
_AMI AMz -

K
A.IJ

.
Al M
K
A2 M
s
AKM
s
AIM
s
ALM

S
AMM |
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where the superscript s denotes the subsurface meida; A;; is the /-th row, J-th column of the
coefficient matrix [A4]; H;denotes the total head at Node J; R, is J-th entry of the load vector {R}; M
is the number of nodes in the subsurface media; and Q; is the rate of water source/sink from/to the
canal to/from the subsurface via node J. Equation (3.4.29) indicates that there is one unknown
corresponding to one algebraic equation for every interior node. However, for every algebraic
equation corresponding to a subsurface-canal interface node, there are two unknowns, the total head
and the flow rate. Therefore, for every subsurface-river interface node, one additional equation is
needed. Since for every canal node, there are associated three subsurface-interface nodes, four
additional equations are needed for every canal node [ for the four additional unknowns Q/, O,

Q_]S, and QLS.

The additional equations are obtained the interface condition between the canal node 7/ and the
subsurface nodes K, J, and L as

OO =040+ 0 Hy=H or Q) =K,(H)~Hj):
s ondin; s rain 1 ic s ondin; s rain 1 ic (3'4.30)
Hy =HZ™  or Op =0g +Z - H; =H™™ or 0, =0; +Zl
where.QKrain and QLrain are the rainfall fluxes through nodes K and L, respectively; HPdim2 and
H. """ are the allowable ponding depth at nodes K and L, respectively; and K. is the exchange
coefficient representing the material property of a layer separating the river and subsurface media
but the layer is not included in the geometrical discretization.

In Option 1, for every canal node /, there are associated a number of subsurface-interface nodes, say
N, (Ng + 1) additional equations are needed for every canal node / for the additional unknowns Q;°,
Ok, .., Qj, ..,and Q;°. These equations are listed below:

Ng
;C + Q[r(alﬂ + Qzalﬂ — Q[z + ZQ) + QZ;
J
H;=H; or Q;,=K, (HJS —H,") for J € on River Bottom; (3.4.31)

. . 1 . . . 1 .
s ponding s __ yrain ic, s _ ponding s __ yrain ic
HK_HK or QK_ K +ZQI’ HL_HL or QL_ L +ZQ1

In Option 3, for every canal node /, there are associated three subsurface-interface nodes K, J, and L
as in Option 2. However, while in Option 2, nodes K and J are located at the interactions of river
banks and subsurface media, in Option 3, nodes K and L can be located far way from the river banks
and node J interacts directly with the canal node /. The four interaction equations are modified
according to the continuity of fluxes as

s ic rain P rain P c K ic s c
0, =0/ +0 (1_ E J"’ L (1_ E J; H, =H, or 1 ZK(HJ_HI);
K

L

(3.4.32)

H[s( — H[ﬁonding or QIS< — 1r<ain; Hz :HLpanding or Qz — zain
where P is the wet perimeter of the canal and Ex and Ep are the element length of KJ and JL,
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respectively.
3.4.3.2 Couple thermal or Salt Rate between the River Network and the Subsurface.

Numerical approximations of thermal or salt transport equation for one-dimensional river with finite
element methods yield the following matrix

. - __ __|Ef Rf M
e = —— | |ES R; MY

c;, C, —— C;, —— —= Cj, Ej +=3R; t+< M} (3.4.33)

—= == == == == == =By | |Ry| Mg

where the superscript ¢ denotes the canal (channel, river, or stream); Cy; is the I-th row, J-th column
of the coefficient matrix [C]; E; denotes the temperature or salinity at Node /; R;is I-th entry of the
load vector {R}; N is the number of nodes in the canal; and M/ is the rate of energy or salt
source/sink from/to the subsurface to/from canal node / due to infiltration/exfiltration. Every canal
node 7 involves two unknowns, E° and M. However, Eq. (3.4.33) gives just one algebraic
equation for every canal node /. Clearly, one additional algebraic equation is need for every canal
node /.

For example, taking Option 2 where there are three nodes associated with one canal node, the
applications of finite element methods to three-dimensional thermal or salt transport equation in the
subsurface media yields

Cli Cli - - - == Cl;/l EIS Rls -
G —— —= == == == Gy ||E Ry T
CKSI CKSz CKSK - T T CKSM EKS _ RKS _ MI; (3.4.30)
CJSI CJSZ - CJ; T leu E JS R.IS M JS
CLSI CLsz C<S< - - == CLA}V[ E LS RLS M LS
1Ct Copp =—— == == —= C | Ey] (Ry) U7

where the superscript s denotes the subsurface media; Cjy is the /-th row, J-th column of the
coefficient matrix [C]; E; denotes the temperature or salinity at Node J; R is J-th entry of the load
vector {R}; M is the number of nodes in the overland ; and M, M;and M; are the rates of thermal or
salt sink/source from/to the subsurface water to/from the canal via nodes K, J and L, respectively.
Equation (3.4.34) indicates that there is one unknown corresponding to one algebraic equation for
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every interior node. However, for every algebraic equation corresponding an subsurface-canal
interface node, there are two unknowns, the temperature or salinity and the thermal or salt flux.
Therefore, for every subsurface-river interface node, one additional equation is needed. Since for
every canal node, there are associated three subsurface-interface nodes, four additional equations are
needed for every canal node 7 for the four additional unknowns M/, Mx*, M, and M;".

These four additional equations are obtained by the interface condition between the canal node / and
the subsurface nodes K, J, and L as

ic ic C . ic c C . ic
M/ =0 pWTW(l—szgn(Q, ))E, +'OWTW(l+szgn(Q1 ))x 5435,

(Q;(E[; + Q;E; + QZEZ _ Q;‘(ainsE;(am _ QzamsEzain)
and

M = G2 (1 5igm(07)) ¢ +(1-sign (02 ) )

M, =p,C,0; %((1+sign(Qf))Ej +(1—sign(Q;))E,‘), (3.4.36)

M; =p,C, 0O %((1 +sign (QLS ))ELS + (1 - Sign(QLS ))EIC )
for thermal transport or

M = ;"%(1—sz'gn(Q;“’))E;’ +%(1+sign(Q}"’))><

(O + Qs + 0L — OF ™ B — 07 E;™ )

(3.4.37)

and

Mg=0; %((1 +sign(0 )E; +(1- sign(0g ))ES ).
M;=0; %((1 +sign(0; ))E; + (1-sign(0; ))E, ). (3.4.38)
M; =0, %((1 +sign(0; ))E, +(1-sign(0; )ES)

for salt transport. For Option 1 and Option 3, the coupling can be done similarly.

3.4.4 Coupling Among River, Overland, and Subsurface Flows

The interaction among one-dimensional river, two-dimensional overland, and three-dimensional
subsurface flows involves three options: (1) river is discretized as finite-width and finite-depth on
the three-dimensional subsurface media (Fig. 3.4-6), (2) river is discretized as finite-width and zero-
depth on the three-dimensional subsurface media (Fig. 3.4-7), and (3) river is discretized as zero-
width and zero-depth on the three-dimensional subsurface media (Fig. 3.4-8). Option 1 is the most
realistic one. However, because of the computational demands, it is normally used in small scale
studies involving the investigations of infiltration and discharge between river and subsurface media
on a local scale. Option 2 is normally used in medium scale studies while Option 3 is normally
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employed in large scale investigations. In Option 1, for every river node there are associated with
two overland nodes M and N and a number of subsurface interfacing nodes such as K. , J, .., and L
(Fig. 3.4-6). In Option 2, for every river node /, there are associated with two overland nodes M and
N and three subsurface interfacing nodes K, J, and L (Fig. 3.4-7). In Option 3, for every river node
1, there is associated with two overland nodes M and N one subsurface node J (Fig. 3.4-8).

Fig. 3.4-6. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Finite-Width and Finite-Depth

g M N M 1N
K L [ 0000 O @
K b L |-
| ,

Fig. 3.4-7. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Finite-Width and Zero-Depth
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Fig. 3.4-8. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Zero-Width and Zero-Depth

3.4.4.1 Couple Flow Rates among River, Overland, and Subsurface Media.

Numerical approximations of flow equations in river, overland, and subsurface would result in a
system of algebraic equations. For every river node / (Fig. 3.4-7), one or two algebraic equations
(for diffusive wave or fully dynamic wave approaches) are obtained governing the water surface
(diffusive wave approach) or the water surface and discharge (dynamic wave approach) for the node.
The algebraic equation(s) also includes three additional unknowns: two are flow rates from overland
to the river via two river banks (O, and 0;°%)and the other is the flow rate from the subsurface
media to river via infiltration/exfiltration (Q/“) In the meantime, for the overland node M that
interfaces with the river node 7 and other subsurface nodes (Fig. 3.4-7), there are two additional
unknowns besides the state variables: one is the boundary flux from the overland to the river (Qx")
and the other is the infiltration and/or exfiltration flux from overland to the subsurface (Qu/°).
Similarly for the overland node N that interfaces with the river node / and other subsurface nodes
(Fig. 3.4-7), there are two additional unknowns besides the state variables: one is the boundary flux
from the overland to the river (Qy°) and the other is the infiltration and/or exfiltration flux from
overland to the subsurface (Qx"). For the subsurface node K that interfaces with the river node 7 and
overland node M (Fig. 3.4-7), there is one additional unknown (Qx’) beside the state variable.
Similarly, for the subsurface nodes L that interfaces with the river node / and overland node N, there
is one additional unknown (Q;"). Finally for the subsurface node J that interfaces with the river node
I, there is one additional unknown (Q,’) beside the state variable (the pressure head or total head at
node J). Thus, in Option 2, one needs to set up 10 equations that describe the interactions among
flows in river, overland, and subsurface. These ten equations can be derived based on the continuity
of fluxes and state variables and formulation of each flux at each individual node as follows.

Interaction between Overland Node M and Canal Node |. Two equations are obtained based on
the continuity of flux and state variable or formulation of flux as

0, =0y Hy=H; or 0)=f(H;.H;) (3.4.39)

Interaction between Overland Node N and Canal Node |I. Two equations are obtained based on
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the continuity of flux and state variable or formulation of flux as

0, =07  Hy=H; or Q=f(H;,Hj) (3.4.40)

Interaction between Overland Node M, Subsurface Node K, and Canal Node |. Two equations
are obtained based on the continuity of flux and state variable or formulation of flux as

s io 1 ic K o io s o
Qk:QM+ZQ]; Hy =Hy or QMZKe(HK_HM) (3.4.41)

Interaction between River Bank Node N, Subsurface Node L, and Canal Node |. Two equations
are obtained based on the continuity of flux and state variable or formulation of flux as

s io 1 ic s o io K o
0 =0y+70  Hi=H) or Oy=K, (H; - HY,) (3.4.42)

Interaction between Subsurface Node J and Canal Node |I. Two equations are obtained based on
the continuity of flux and state variable or formulation of flux as

s 1 ic K c N s c
o =20 Hy=H; or Q)=K,(H;-H;) (3.4.43)

3.4.4.2 Couple thermal or Salt Rate among River, Overland, and Subsurface Media.
Similar to the coupling of flows among river, overland, and subsurface media, the coupling of
thermal or salinity transport are achieved by imposing the continuity of energy/salt fluxes and

formulation of individual node fluxes.

Interaction between Overland Node M and Canal Node |I. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

M =p,C,0 %((l+sign(Q,”1))EL +(1—Sign((Q}”))Ef) and

| (3.4.44)
M, = 9, 03 5 (1 sign (03, E, +(1-sign((03,)) 5 )
for thermal transport or
M =0y l((1 + sign (Q;’1 ))E;’” + (l —sign ((Q;’1 ))Ef) and
2 (3.4.45)

)Ei)

M =05 %((1 +sign (05, ))E;; + (1 —sign((Qy, )
for salt transport.

Interaction between Overland Node N and Canal Node |. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

3-95



Mo = pWCWQ;)Z%((1+Sign(Q72))E; +(1—sign((Q}’z))E;) and

1 (3.4.46)
M5 =9y €y i ((1+ sign (1)) 5 -+ (1-sien((22)) ;)
for thermal transport or
M =07 l((1 + sign (sz )) Ey + (1 —sign (sz )) E;) and
2 (3.4.47)

M =00 %((1 +sign (va))Efv +(1 _Sig”(Qfov))E;)

Interaction between Overland Node M, Subsurface Node K, and Canal Node |. Two equations
are obtained based on the continuity of fluxes and the formulation of fluxes as

M2 = p C, {%(1—sign(QE))QEEAO4 +%(1+sign(QE))[Q1S<E1S< —%Q}Eﬁj} and

(3.4.48)
M = p,G, {%(1 sign(0;)) 03 i +5 1 —sz‘gn(Q,i))[Q;;EL +%Q5”E§j}
for thermal transport and
M = {%(1 ~sign (i )) Q1 Ex, +%(1 + sign (Ol ))(Q;Ej( —%Qchjj} and
(3.4.49)

M3 = {%(1 + sign (Qj( ))Q;E,S< + %(1 — sign (Q;( ))(Q]I\;E]l\)/[ + iQ;EE;j}
for salt transport.

Interaction between River Bank Node N, Subsurface Node L, and Canal Node |. Two equations
are obtained based on the continuity of fluxes and the formulation of flux as

M2 = p.C, {%(1 _ sign (Q}Q)))Q;\[;EX/ +%(1 +sign(Q1f3 ))(QZEE _%Q}E;j} and

(3.4.50)
M; =p,C, {%(1 +sign(0; )) QL E; +§(1 —sign(Qz))(Q;'sE; +iQ5“E§)}
for thermal transport and
g ={(1-sion(0x oses + rvsimlop) 0iE - 0iE || ana
(3.4.51)

M; = {%(1 +sign(0;))01E; + 51 —sign(Qz))[Q;';’E; +iQ}"‘E§]}
for salt transport.
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Interaction between Subsurface Node J and Canal Node |I. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

M = p,C, G(Hsign(gj“))szE; +%(1—sign(Qjc))chEf J and

1 1 1 (3.4.52)
M: = p,C, (5(1 +sign (0] )) O, + 5(1 - sign(0; ))EQ;‘E’CJ
for thermal transport and
M = (%(1 +sign (Q;c )) 2005 + %(1 — sign (Q;c )) Q;(.E’c] and
(3.4.53)

5 =[5 (1esten(03)) @265 + 3 1-sien(02)) ;01 F:

for salt transport.

3.5 Solving One-Dimensional River/Stream/Canal Network Water Quality Transport
Equations

In this section, we present the numerical approaches employed to solve the governing equations of
reactive chemical transport in 1-D river/stream/canal networks. Ideally, one would like to use a
numerical approach that is accurate, efficient, and robust. Depending on the specific problem at
hand, different numerical approaches may be more suitable. For research applications, accuracy is a
primary requirement, because one does not want to distort physics due to numerical errors. On the
other hand, for large field-scale problems, efficiency and robustness are primary concerns as long as
accuracy remains within the bounds of uncertainty associated with model parameters. Thus, to
provide accuracy for research applications and efficiency and robustness for practical applications,
three coupling strategies were investigated to deal with reactive chemistry. They are: (1) a fully-
implicit scheme, (2) a mixed predictor-corrector/operator-splitting method, and (3) an operator-
splitting method. For each time-step, we first solve the advective-dispersive transport equation with
or without reaction terms, kinetic-variable by kinetic-variable. We then solve the reactive chemical
system node-by-node to yield concentrations of all species.

Five numerical options are provided to solve the advective-dispersive transport equations: Option 1-
application of the Finite Element Method (FEM) to the conservative form of the transport equations,
Option 2 - application of the FEM to the advective form of the transport equations, Option 3 -
application of the modified Lagrangian-Eulerian (LE) approach to the Largrangian form of the
transport equations, Option 4 - LE approach for all interior nodes and downstream boundary nodes
with the FEM applied to the conservative form of the transport equations for the upstream flux
boundaries, and Option 5 - LE approach for all interior and downstream boundary nodes with the
FEM applied to the advective form of the transport equations for upstream flux boundaries.
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3.5.1 One-Dimensional Bed Sediment Balance Equation

At n+1-th time step, the continuity equation for 1-D bed sediment transport, equation (2.5.1), is
approximated as follows.

Pn+1Mnn+1 _ PnM"n

" =w,P™ (D" =R )+W,P"(D,"~R,") (3.5.1.1)

where W) and W, are time weighting factors satisfying

W AW, =1, 0<W, <1, and 0<W,<1 (3.5.1.2)
So that

M= {P”Mﬂ” +[wp (D, - R )+ W,P" (D"~ R,")] At} / P (3.5.1.3)

If the calculated M," "' < 0, assign M, =0, so that solve equation (3.5.1.3) and get

R ={P"M, [ WP"D, + W,P" (D, = R,") | At [P A (3.5.1.4)

3.5.2 Application of the Finite Element Method to the Conservative Form of the Sediment
Transport Equations to Solve 1-D Suspended Sediment Transport

Recall governing equation for 1-D suspended sediment transport, equation (2.5.10), as following.

é’(AS) é)(QS ) 0” ( é’S j as osl 0s2
— =2 | KA—"L =M+ M. +M +(R,—-D,)P, ne[lN, 5.2,
ot Ox e\ o s, s, s, (R, ) e[ ] (3.5.2.1)
Assign
Ry,=(R -D)P and L, =0 (3.5.2.2)

where the right hand side term Ryg and left hand side term Ly should be continuously calculated as
follows.

78,0, M ©=8*S,, and Ly =Ly—S

59

(3.5.2.3)
Else S,>0, My“ =M “, Rys=Ry+M;”
If §,<0, M ™" =8*S,, and Lys=Ly—S);
| | . (3.5.2.4)
Else §;>0, M ™' =M ', Ry =R, +Mg”
If §,<0, Mg™* =8,*S,, and Lys=Lys—S,
' (3.5.2.5)

os2 _ os2 _ 0s2
Else S,>0, M " =M*", Rys=Rys+Mg

Then equation (3.5.2.1) is simplified as
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o(4S,) o(0S 0 oS,

%J, (gxn) — (K 4= )+L,,S S =R, (3.5.2.6)
Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. For
Galerkin method, choose weighting function identical to base functions. For Petrov-Galerkin
method, apply weighting function one-order higher than the base function to advection term.
Integrate Equation (3.5.2.6) in the spatial dimensions over the entire region as follows.

IN [B(AS) Kk ( KA 6;”} L,%S }, . IW (gsn)dx:'j N R, dx (3.5.2.7)
X

Integrating by parts, we obtain

05 dx+ j ’KAO;S”d+_[NLHS S dx

n

_[N (;IS )d -[ dw
K (3.5.2.8)
s, |

- j N R, sdx - .

X1

Xy

Approximate solution S, by a linear combination of the base functions as shown by Equation
(3.5.2.9).

S, %5, = ZS,,,(t)N (x) (3.5.2.9)

)]

Substituting Equation (3.5.2.9) into Equation (3.5.2.8), we obtain

J=1

5[, 04 Taw,
> [j N (G Lus) N dx = | ?‘Qde

) (3.5.2.10)
+iHI N AN ]asgt(t)} - ;ltNiRHde—zn(WiQSn —N,,KXA%l
Equation (3.5.2.10) can be written in matrix form as

(LL1+[L2]+ [L3]){S, }+[M]{aS }:{SS}+{B} 35.2.11)

The matrices [L1], [L2], [L3], [M] and load vectors {SS}, {B} are given by
M, = j N, AN dx (3:5.2.12)
Ll, = j N, (% + Lys )N dx (3.5.2.13)
=— j —QN dx (3.5.2.14)
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AN, dn,

13, =[Sk 470y
] j K A (3.5.2.15)
SS, = | N.Rysdx (3.5.2.16)
S,
B = —n(wian - NiKXA—j (3.5.2.17)
ox ),

where all the terms listed above are calculated with the corresponding time weighting value.

At nt+1-th time step, equation (3.5.2.11) is transformed as

(LS, +W,S," | + [M]{S” =5, } ={SS} +{B} where [L]=[L1]+[L2]+[L3] (3.5.2.18)
So that
[CMATRX}{S,""'} = {RLD} (3.5.2.19)
where
[CMATRX] = % +W[L] (3.5.2.20)
{RLD} = [%—VI@[L]){SM”}+{SS}+{B} (3.5.2.21)

The above equations are used to solve the suspended sediment concentration at interior nodes where
boundary term {B} is zero.

The equation employed to determine the suspended sediment at junctions can be derived based on
the conservation law of material mass and written as follows.

a¥(S,), NJRTH,
# =(M,),+(M,”),+[(R),—(D,),14,;,+ Y. Flux, (3.5.2.22)
k=1

where #5 is the junction volume, (S,); is the suspended sediment concentration at the junction, (M,");

is artificial source at the junction, (M,”); is overland source at the junction, (R,); is erosion rate at the
Junction, (D,); is deposition rate at the junction, 4, is the bed area of the junction j, NJTRH; is the

number of river/stream reaches connected to the junction, and Flux; is the material flux contributed
from k-th reach to the junction.
k k aSnk
Flux, = n,| Q°S," - KXA@T (3.5.2.23)

To solve equation (3.5.2.22) at n+1-th time step, assign
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n+l
¥

Lys; = A (3.5.2.24)
-;L‘”(Sn) ‘" n n+ n+ n+
HS j =— A[ ’ +VV2RHS/' +VV][(Rn)j ]_(Dn)j ]]AJT/ ] (3-5.2.25)
where
Ry " =(M,),"+(M,”)"+[(R,),"-(D,)," 14, (3.5.2.26)
Continue the calculation as follows
M), if (S,),>0 = Ry, =R, +W,(M,’),
(M,"), = (M, ); i ( .), sy = Ry + (M), (3.5.2.27)
(Ss)j (Sn)ja lf (S_q)‘/ <0 = LHsj :Lys_,' _VVl(S;)j
M* ., if (§),>0 = R, ..=R,..+W(M/™).
(M g_q)j _ ( n )*j f ( ()‘.\)j HS j HS j l( n )j (3.5_2.28)
(Sos)j (Sn)_jﬁ lf (Sos)j < 0 = LHSj :LHSj _VVI(Sos)j

Finally, the ordinary differential equation, Eq. (3.5.2.22), is reduced the algebraic equation as
follows

NJRTH

Lys,(S,), = Y. Flux, =Ry, (3.5.2.29)
k=1
So that at junction j
NJRTH; NJRTH,;
Lys(S,), =W, D Flux""' =Ry +W, Y Flux," (3.5.2.30)
k=1 k=1

For a reach node neighboring the junctions, assign

(RLDW) = ([%]— WZ[L]j (5,7} +(ss) (3.5.2.31)
Equation (3.5.2.19) is written as

[CMATRX1{S, } +{Flux} = {RLDW } (3.5.2.32)

If nQ > 0, flow is going from reach to the junction
Flux, =nQ"S } (3.5.2.33)

If nQ <0, flow is going from junction to the reach,
Flux, =nQ"(S,), (3.5.2.34)

So that equations (3.5.2.30) and (3.5.2.32) become a set of equation of (S,); and (S~
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For boundary node i = b, the boundary term {B} should be calculated as follows.

X X

B, =-n (W,QS” -N,K A aij =-n (QS” - KXA%j (3.5.2.35)
ox ), ox ),
Dirichlet boundary condition
S, =8,(x,,0) (3.5.2.36)
Variable boundary condition
When flow is coming in from outside (nQ < 0)
as
n (QSH - 4K, a—x”j =n0S,(x,,t) = B =-nQ0S,(x,,1) (3.5.2.37)

When Flow is going out from inside (nQ > 0)

-nAK, 95,
T Ox

=0 = B =-n0S, (3.5.2.38)

which must be assembled into the matrix for the boundary point.

Cauchy boundary condition

as,
n (QS,, —AK. ) =0s,(x,,1) = B =-0s (x,,1) (3.5.2.39)
Neumann boundary condition
as,
—ndK, — =05, (x,,1) = B =-n0S, =0y (x,.1) (3.5.2.40)

3.5.3 Application of the Finite Element Method to the Advective Form of the Transport
Equations to Solve 1-D Suspended Sediment Transport

Recall governing equation for 1-D suspended sediment transport, equation (2.5.10), as following.

o(4s,) , 00S,) o
ot ox ox

oS,
ox

(KXA j =M“+M;"" +M;"*+(R,-D,)P, ne[l,N] (3.5.3.1)

Conversion to advection form of equation (3.5.3.1) is expressed as

é)S éS 0" é’S ﬁA é’Q as osl 052
A Q0 TR A0 || ZE S =M S+ M+ M "2 +(R, - D,)P
a "% é’x( ' é’x) (é’t é’x] o > s, + (& =Dy (3:5.3.2)

According to governing equation for 1-D flow, equation (2.1.1), assign
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s =(R,—D)P and L, =S;+S,~S,+58,+8 +8, (3.5.3.3)

where the right hand side term RHS and left hand side term LHS should be continuously calculated
in the same way as that in section 3.5.2. Then equation (3.5.3.2) is simplified as
oS JS, o0

AP Q% Tk A
ot Qé’x ﬂx[ *

é’S
ox

j+ L. *S, =R,q (3.5.3.4)

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. Integrate
Equation (3.5.3.4) in the spatial dimensions over the entire region as follows.

oS, 2 ZN
'[N{Aﬁ—g([{/l > ")+LHS *S }lx+ j w Q 5, dx— jN R, sdx 3.5.3.5)

x|

Integrating by parts for the dispersion/diffusion term, we obtain

oS, oS,

jNA "d+jWQ "d+j 'KA5"d+jNLHS S dx

n

N (3.5.3.6)
28, ™
—jNRHde+N KA—e

X
1

X

R

Approximate solution S, by a linear combination of the base functions as shown by Equation
(3.5.3.7).

$,%5,=2.5,(ON,(x) (3.5.3.7)

Substituting Equation (3.5.3.7) into Equation (3.5.3.6), we obtain

2 afso

N

MIN LHSNdx+jWQ

e (3.5.3.8)
+; E{N,AdexJ asgl(z)] jN Rysdx+n (N K Aaai )b
Equation (3.5.3.8) can be written in matrix form as
([L1]+[L2]+[L3]){Sn}+[M]{%} ={sS}+{B} (3:5.3.9)
The matrices [L1], [L2], [L3], [M] and load vectors {SS}, {B} are given by
M, = j N, AN dx (3.5.3.10)
L1, = j N,LysN dx (3.5.3.11)

1
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L2 TWQded 12
.= . X
= [resy, (3.5.3.12)
AN, dN
13, =[Sk 4a=—id
; ;':dx A= Ldx (3.5.3.13)
SS, = [ N.Rysdx (3.5.3.14)
oS,
B =-n|-N K AL
, n( KA jb (3.5.3.15)

where all the terms listed above are calculated with the corresponding time weighting value.

At nt+1-th time step, equation (3.5.3.9) is approximated as

[LY,S, + 1,8, L+ [M]{S"M 5 } = (SS)-+{B} where [L]=[L1]+[22]+[Z3] (3.5.3.16)
So that
[CMATRX}{S,""| = {RLD} (3.5.3.17)
where
[CMATRX ] = [%] WL (3.5.3.18)
{RLD) = ([%1 - WZ[L]j{Sn”}+ {55} +{B} (3.5.3.19)

The above equations are used to solve the suspended sediment concentration at interior nodes where
boundary term {B} is zero.

At internal boundary points neighboring the junctions, assign

{RLDW} = (% — WZ[L]j{S/ b+ {SS}+ (n0S, } (3.5.3.20)

Equation (3.5.3.17) is modified as

[CMATRX{S,} + {Flux} = {RLDW} (3.5.3.21)

So that junction concentration can be solved by equations (3.5.2.30) and (3.5.3.21).

For a global boundary node i = b, the boundary term {B} should be calculated as follows.

oS, oS
B=nNKA—| =n| K. A—=
: n( K A= jb n( A )b (3.5.3.22)

Dirichlet boundary condition
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S, =8, (x,,t) (3.5.3.23)
Variable boundary condition

When flow is coming in from outside (nQ < 0)

n (QSH - AK %S”

X

) =nQS,(x,,t) = B, =n0S, —nQS,(x,,1) (3.5.3.24)

When Flow is going out from inside (nQ > 0)

~ndK N B =0 (3.5.3.25)
ox
Cauchy boundary condition
S
H(QSn —-AK, é,x“ ) =Qs, (x,,) = B; =nQS, - Q (x,,t) (3.5.3.26)
Neumann boundary condition
as
-ndK, P O5 () = B =-0 (1) (3.5.3.27)

3.5.4 Application of the Modified Lagrangian-Eulerian Approach to the Largrangian Form
of the Transport Equations to Solve 1-D Suspended Sediment Transport

Recall governing equation for 1-D suspended sediment transport in advection form, equation
(3.5.3.2), as follows

ﬁS 0’7S 5 é)S O’7A aQ as os1 0s2
A—=+ L—— | KA—" |+ —+— |5, =M, “+M . " +M_“"+(R,-D,)P
ot © Ox é’x( ‘ é’x} (é’t é’x] ! 5 5 5 (R, ) (3.54.1)

Assign and calculate Rys and Lys the same as that in section (3.5.3). Then equation (3.5.4.1) is
simplified as

oS oS 0 oS
A—L D 2K A 4L %S =R
ot o ox Ox ( T ox )"' Hs O HS (3.54.2)

Equation (3.5.4.2) in the Lagrangian and Eulerian form is written as follows. Inthe Lagrangian step

das oS oS oS oS
A—"L=A4—+0—"=0 = —+V—=L=0 S.4.
dr Ot o ox ot Ox (3.5.4.3)

where 1 is the tracking time, and particle-tracking velocity V is the flow velocity. In the Eulerian
step

s, o 2
A= S AT e, (3544

3-105



Equation (3.5.4.4) written in a slightly different form is shown as follows.

ds

L0 _prK*S, =R, (3.5.4.5)
dr
where
7 oS
AD = K 4%
ﬁx( A= j (3.5.4.6)
L
K:— oDt
v (3.5.4.7)
R
R, ==t (3.5.4.8)

Integrating Eq. (3.5.4.5) along a characteristic line to yield the following matrix equation as

U il n+l n+l e+l
e ARSI CA S

o, * * * (3.5.4.9)
I AT A T RIS SATY

where ~ corresponds to the previous time step value at the location where node i is backwardly
tracked in the Lagrangian step, [U] is the unit matrix, and [K""] is a diagonal matrix with K
calculated at the (n+1)-th time step as its diagonal components..

The diffusion term D expressed in term of S;, is solved by the following procedure. Approximate D
by a linear combination of the base functions as follows.

D~D= sz(t)Nj(x) (3.5.4.10)

Applying the Galerkin finite element method to Eq. (3.5.4.6), we obtain

j N, ADdx = j NAZD (N, (x)dx = j N,— (K Aaai)d (3.5.4.11)

X

Integrating by parts, we obtain

i as,[*
*® — L — —n
;H [ N.an dx] D, } j K, A d N KA . (3.5.4.12)
Approximate S, by a linear combination of the base functions as follows.
_ N
= 2 Sy(ON,(x) (3.5.4.13)

Substituting Eq. (3.5.4.13) into Eq. (3.5.4.12), we have
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R TS PSR R

j=1

Assign matrices [QA], [QD] and load vector {B} as following.

04, = [ N.AN dx

X

j‘ﬂKA—d

B = (NKAQJ
ox ),

Equation (3.5.4.14) is expressed as
[041{D} =-[0D{S, } +{0B}
Lump matrix [QA] into diagonal matrix and update
OD, = 0D,/ 04,
B =0B /04,
Then
{D}=-1OD{S,} +{B}

where {B} is calculated as follows

Dirichlet boundary condition
S =8 (x.0) = B =nN, KAM/QA
where j is the interior node connected to the boundary node.

Variable boundary condition

When flow is coming in from outside (nQ < 0)

n( n x %Sﬂ j = nQSn(xb’t) = B = [nQSn _nQSn(xbat)]/QAii
X

When Flow is going out from inside (nQ > 0)

—nAKY%:O = B =0
T ox
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Cauchy boundary condition

n(QS” - 4K, %,
T ox

j=Qs,,(xb,t) = B =[n0S, -0, (x,.0]/04, (3.5.4.25)
Neumann boundary condition

oS
_nAKx 6_); = QSn (xb’ t) = Bi = _QSn(xb’ l‘)/QA” (3.5.4.26)

According to equation (3.5.4.21), Equation (3.5.4.9) can be modified as follows

[CMATRX}{S,""| = {RLD} (3.5.4.27)
where
[CMATRX | = i, wOD" 1+ W, [ K™'] (3.5.4.28)
AT
(RLD} = %{sﬂ*}+ w,{D"}-W, {(Ks")"} SR+ W, R, S+ W (BT (3.5.4.29)

The above equations are used to solve the suspended sediment concentration at interior nodes where
boundary term {B™"'} is zero.

At the junctions, if nQ > 0, flow is going from the reach to the junction, assign
{RLDW} = {RLD}+{n0S, }/04,"" =W, {B"" |~ W,[0B"]{S,"}/04, (3.5.4.30)
Equation (3.5.4.30) is written as
[CMATRX]{S,"" }+{Flux/Q4,""} = (RLDW | (3.5.4.31)

If nQ <0, flow in going from junction to the reach, apply equation (3.5.2.23)

e (5,),-(5,),
ux;, =n| 0(S,), - KxAT (3.54.32)

where j is the interior node connected to the junction node i.
Junction concentration can be solved with equations (3.5.2.30), (3.5.4.31) and (3.5.4.32).

For boundary node i = b, the boundary term {B""'} in equation (3.5.4.29) should be calculated as
follows.

Dirichlet boundary condition

S, =8,(x,,0) (3.5.4.33)
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The above equation is used for Dirichlet boundary node rather than equation (3.5.4.29).
Variable boundary condition

When flow is coming in from outside (nQ < 0), equation (3.5.4.29) cannot be applied because At
equations zero. Applying boundary condition, we have

(8,), = (S,
Ax

n {Q(S,,),» - 4K, =n0S,(x,,1) (3.5.4.34)

where j is the interior node connected to the boundary node i.

When Flow is going out from inside (20 > 0), the boundary term {B™"'} in equation (3.5.4.29)
should be calculated as follows.

as,

-ndK, =0 = B=0 (3.5.4.35)
T Oox

Cauchy boundary condition

Equation (3.5.4.29) cannot be applied because At equations zero. Applying boundary condition, we
have

(S, = (S,

n{Q(S,,),»—AKX s Ax }an(xb,t) (3.5.4.36)

Neumann boundary condition

The boundary term {B""'} in equation (3.5.4.29) should be calculated as follows.

%, =Qq, (X)) = B, =-0,,(x,,1)/04, (3.5.4.37)

-nAK, —*+=
X

3.5.5 Aplication of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Conservative Form of the Transport Equations for the Upstream Flux Boundaries to
Solve 1-D Suspended Sediment Transport

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.4, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.2.

3.5.6 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Advective Form of the Transport Equations for the Upstream Flux Boundaries to Solve
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1-D Suspended Sediment Transport

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.5.4, and the matrix equation for junction and upstream
boundary nodes is obtained through the same procedure as that in section 3.5.3.

3.5.7 Finite Application of the Finite Element Method to the Conservative Form of the
Transport Equations to Solve 1-D Kinetic Variable Transport

3.5.7.1 Fully implicit scheme

Recall the continuity equation for kinetic-variables, equation (2.5.44), can be written in slightly
different form by expanding the time derivative term as

5E 614 8 E " 5 aE " 3 rs is os os
Aa—t" +5En + (an")—ax{KxA ax] =My +M, " +M, "+ M, " +M, "+ 4R, (3.5.7.1.1)

where E is the concentration of the n-th kinetic variable, £," is the mobile concentration of the n-
th kinetic variable, M, “ is the rate of artificial source of the n-th kinetic variable E,, M, " is the
rate of rainfall source/evaporation sink of the n-th kinetic variable E , , M Eﬂ"“ is the rate of
overland source from Bank 7 of the n-th kinetic variable E,, M, *? is the rate of overland source
from Bank 2 of the n-th kinetic variable £,, M * is the rate of exfiltration source of the n-th kinetic

variable £ ,and R, and is the rate of reaction of the n-th kinetic variable E .

At (n+1)-th time step, equation (3.5.7.1.1) is approximated by

n+l n m m
LE)(E) 04,  O(QE") @ [KXAaE,,

At o " x  ox ox

j =My +M; "+ ME,,iS +My e+ MEWOSZ +A4R, (3.5.7.1.2)
where the superscripts " and "’ represent the time step number. Terms without superscript should be
the corresponding average values calculated with time weighting factors W, and W.

According to the fully-implicit scheme, equation (3.5.7.1.2) can be separated into two equations as
follows

n+l/2_ n m m
(E)""?-(E,)" 04,  0QE, )_g[“%

A n n R
Toox

At at ’ ax ax j:ME”as +ME”rs +ME”1'S +ME”051 +ME"()SZ +ARE" (3.5‘7'1.3)

(En)nﬂ _ (En)n+1/2

=0 3.5.7.1.4
v ( )

First, we express E," in terms of (E,"/E,) E, to make E,’s as primary dependent variables, so that
E,""" can be solved from Eq. (3.5.7.1.3). Second, we solve equation (3.5.7.1.4) together with

algebraic equations for equilibrium reactions using BIOGEOCHEM to obtain all individual species
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concentrations. Iteration between these two steps is needed because the new reaction terms R, and
the equation coefficients in equation (3.5.7.1.3) need to be updated with the calculation results of
(3.5.7.1.4). To improve the standard SIA method, the nonlinear reaction terms are approximated by

the Newton-Raphson linearization.

To solve equation (3.5.7.1.3), assign

Ry, =0 and Ly, =0 (3.5.7.1.5)

HSn

Then the right hand side Rys, and left hand side Lys, should be continuously calculated as following

Se*E,y if Sp>0 = Ry =Ryg,+ M, "
M1, i oo (3.5.7.1.6)
; S¥E™, if S, <0 = Ly, =Ly, — Sk
Se*E, ., if S5>0 = Ry, =Ry, +M; ",
Mye=q" " , 5 e (3.5.7.1.7)
SS *Enm’ if SS <0 = LHSn = LHS" — SS
S,*E" .., if $>0 = Ry, =Ry, +M,"
M =g " oo (3.5.7.1.8)
S*E", if S0 = Ly, =Ly, =S,
S*E’"mz, irS, >0 = R ”:R ”“"M 0s2
s N LT (3.5.7.1.9)
’ S,*E", if <0 = Ly, =Ly, =S,
B (3.5.7.1.10)

EIZ

is S[ *E”m”’ l](‘ SI > 0 = Rl[Sn :R[[Sn +ME"I'.V
S *E", if S, <0 = L, =Ly, —S,

where E , is the concentration of E, in the rainfall source, E ., is the concentration of E, in the
evaporation source, E , isthe concentration of £, in the artificial source, E, ,, is the concentration
of E, in the overland source from bank 1, £ ,, is the concentration of E, in the overland source

from bank 2, and E , is the concentration of E, in the exfiltration source from subsurface media.
Equation (3.5.7.1.3) is then simplified as

E n+l/2 E n aA a Em a aE m ”
A—( ) ~ (£,) +EE"+—(Q6xn )_E[K"A_; J+LHSW*E” =Ry, + AR, (3.5.7.1.11)

Express E," in terms of (E," /E,)E, to make E,’s as primary dependent variables,

OE, o4 o( E" 0 E"OE, ) o o(E," |E,) E"
A—+—F +—| Q02 F |-—| K A= —"2 |- —| K A n DEolar " —R 4+ AR
or ot " 8x(Q E, J 8x[ “E, axj 6x[ * ox N R HSn r (3.5.7.1.12)

n

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. Integrate
Equation (3.5.7.1.12) in the spatial dimensions over the entire region as follows.
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IN,- OE, 0 KYAEH OE, d+j QEH E KAa(E /E) i
5 o ox\ © E, ax Cox Ox
+jNiEL,,S,,EEL ZA]E dx—jN(R,,5,,+AR )dx

Integrating by parts, we obtain

IN[AaE v, KYAE" O, g [ i[ pE" dx +def K‘_ALE" /) E,dx

ot dx - E, ) ox 5 dx E, dx ’ ox
Tn [ B Edv={N, AR, Vav+ N K 45 O N w oe " v k a2E ED g
+£ i| ©HSn E +7 _[ ( Hsn T E,,) X+ N K, ?ﬂgm_ iQ n B|+ iy 7){ n

Approximate solution £, by a linear combination of the base functions as follows
E,~E, =Y E,(ON,(x)

Substituting Equation (3.5.7.1.15) into Equation (3.5.7.1.14), we obtain

J-dW QE dx+IdW KAa(E /E,,)
v || 4 oax \TE, v [ OE, (t)
i . Ey O+ 2| [ VAN de |=2 |=
| wan, E")dN, % E" o4 ' Al ‘ ot

+[ = KA fdx+jN, Ly, — N dx

5 dx E, ) dx 5 E, 8t

Xy E™ OE . oE "
IN (R”5+AR )dx_zn|:_N (KXA 5 ]a—x"+W,QEn -w [KXA—( ”a/ H)JE":I
" i n ,

X

i

Equation (3.5.7.1.16) can be written in matrix form as

([L1]+[L2]+[L3]+[LA]){E,} + [M]{agt” } ={S}+{B}

The matrices [L1], [L2], [L3], [L4], [M] and load vectors {S}, {B} are given by

Ll =— ‘ %( i_" JN/.dx

Y dx
inj = J. %(KxAMJdex

dx Ox

M, = j N, AN dx

Rl
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(3.5.7.1.13)

b (3.5.7.1.14)

B1

(3.5.7.1.15)

(3.5.7.1.16)

(3.5.7.1.17)

(3.5.7.1.18)

(3.5.7.1.19)

(3.5.7.1.20)

(3.5.7.1.21)

(3.5.7.1.22)



S, = j N, (Rys, + AR, )dx

5= n| woE | K APELTED g [k 4B |PE
ox ox

To calculate [L2] through equation (3.5.7.1.19), assign

ppy - QL E,)
Ox
Then
f N, PPXdx = f’Nide
Ox
ZK fNNdx]pPX ]ZH N J[E"’) ]
So that

[OP1[{PPX}= [sz]{EE"m }

Lump [QP1] into diagonal matrix and assign
QPV = QPZU/QPIH
Then

E"
{PPX} = [QP]{E—”}

Equation (3.5.7.1.17) can be simplified as

[LWE,} +[M ]{a; } (S} +{B), where[L]=[L1]+[L2]+[L3]+[L4]
Further,
n+1/2 n [M] n+1/2
(LUWE, 2 + B, + =22 E, 1~ B, = (S} +{B)
So that
[CMATRX1{E,"*"*} = {RLD}
where

[CMATRX]= %Jr W, *[L]
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(3.5.7.1.23)

(3.5.7.1.24)

(3.5.7.1.25)

(3.5.7.1.26)

(3.5.7.1.27)

(3.5.7.1.28)

(3.5.7.1.29)

(3.5.7.1.30)

(3.5.7.1.31)

(3.5.7.1.32)

(3.5.7.1.33)

(3.5.7.1.34)



(RLD} = (% _ WZ[L]j{En”} +{5)+{B) (3.5.7.1.35)

The above equations are used to solve for the kinetic variable concentration at interior nodes, where
the boundary term {B} is zero.

The equation employed to determine the kinetic variable at junctions can be derived based on the
conservation law of material mass and written as follows.

d(E)), d¥ w o
Bt E,) = (M), 4 (M) + (M ™)+ (M), 45 (Re,) + 3 Pl (3.5.7.1.36)
k=1

where ¥; is the junction volume, (E,); is the concentration of the n-th kinetic variable at Junction /,
(M ), 1s the rate of artificial source of E), at Junction j, (M "), is the rate of rainfall source at
Junctionj, (M, *), is the rate of overland source at Junction j, (M ) ;1s exfiltration source at the
junction, (R, ), is the rate kinetic variable concentration change due to reactions at the junction,

NJTRH, is the number of river/stream reaches connected to the junction, and Flux; is the material
flux of the kinetic variable contributed from the A-th reach to the junction.

a E myk
Flux, = r{Qk(En’”)k -K A (ﬁ—x)} (3.5.7.1.37)

At n+1-th time step, equation (3.5.7.1.36) is approximated by

(En )j”“ - (En )jn d-FL/ as rs os is N
¥ — d—t'(E") L= (M) A (M) (M), + (M5, +F (R, ), + ; Flux, (3.5.7.1.38)

which can be separated into two equations, according to Fully-implicit scheme, as follows

(E” )jn+1/2 _ (En)j” d—}ﬁ s " o B NJRTH,
Bt ) = (M) (M), + (M), 4 (M) + #5(Ry, ), + > Flux, (3.5.7.1.39)
k=1

E ‘n+l_ E ‘n+l/2
(E,), A( ) 0 (3.5.7.1.40)
t

First, solve equation (3.5.7.1.39) and get (En)jn+1/2. Second, solve equation (3.5.7.1.40) together with
algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to get the individual
species concentration.

To solve equation (3.5.7.1.39), assign

¥ o
(Lysa); = th S (3.5.7.1.41)

_F;I‘I (E”) »I‘I )
(Rys,); = #+ Wy(Rys,)," +¥(Ry,), (3.5.7.1.42)
Flux, =W, - Flux,"" + W, - Flux," (3.5.7.1.43)
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Continue the calculation as follows

)R ED (8,50 D (R, =Ry, + (S, *(E,),
(M, )/:

S K (3.5.7.1.44)
(S); *(E,");, if (S5); 20 = (Lyg)); = (Lys,); —Wi(Ss), *E," | E,
os (So.v)j * (E”nr )‘/’ lf‘ (So.v)j > O = (RHSn )j = (RHSn)/' + I/V] (Sns )j *(E,,”“ )j
(M,™), = I e (3.5.7.1.45)
(S()s)j (En )/” lf (S()s)j <0 = (LHSn )j = (LHSn)j _VVl(Sox)j En /En

where (S,,); 1s the flow rate of overland source to Junctionj and (£,..), is the concentration of £,

in the overland source into Junction ;.

") = (Sp)*(E D) s i (Sp) >0 = (Rys,); = (Rys,); +W(S) (R, 357146
TN HE, i (50,50 = (L), = (Lusy), ~Wi(S), *E," E, (357140
M. ") = (S);*(EL) s i (S);>0 = (Rys,); = (Ryg,); +WH(S)), *(E L),
SN, EN, (8,50 = (L), = (L), ~WS), P E, (57147
Then equation (3.5.7.1.39) is approximated by
Lus) (E), - S Flux, =(Ry,), (3.5.7.1.48)
Assign
{RLDW} = (%— W, *[L]j{En”} +{8} (3.5.7.1.49)
Equation (3.5.7.1.33) is modified as
[CMATRX){E,""} + {Flux} = {RLDW } (3.5.7.1.50)
The flux term in both equations (3.5.7.1.48) and (3.5.7.1.50) is specified as follows.
If nQ > 0, flow is going from reach to the junction
_ Nk myk _ k\n+1 [(Elzm)k]nH/Z kqn+1/2 k\n mykn
Flux, = Q" (E,")" =W Q)" == 7 [(E) " + W, (Q")"[(E,")"] (3.5.7.1.51)

[(En )k ]n+1/2

where the superscript » denotes the old time step, the superscript »+1/2 denotes the intermediate
time step, Flux, is the flux of the n-th kinetic variable from the k-th reach to Junction j, Q* is the

flow rate from the k-th reach to Junction j, (E,)" is the concentration of the n-th kinetic variable of

the k-th reach, and (E”")"* is the mobile concentration of the n-th kinetic variable of the k-th reach.

If nQ <0, flow is going from junction to the reach,
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[(E‘nm)/']nﬂ/2 n+1/2 k\n m n
— 5 [(E), 1" =W, (O7)'I(E,"))] (3.5.7.1.52)

FZ = k Em -:—VVI k\n+1
ux, ==0"(E,"), (@) ()]

So that equations (3.5.7.1.48) and (3.5.7.1.50) become a set of equation of (£,), and (£, )e.

For boundary node i = b (use B as the input boundary value), the boundary term {B} should be
continuously calculated as follows.

5l wor v k AESPE ¢ (OEIE)
E, ox ’ Ox ,

" g S(E™ . (3.5.7.1.53)
=—n| QE" —KYAELﬂ—KXA—(E" /E) E,| =—n| QE" K A4 E,
TE, oOx Ox A Coox ),
Dirichlet boundary condition
E" =E/"(x,,1) (3.5.7.1.54)
Variable boundary condition
When flow is coming in from outside (nQ < 0)
m aEnm m m
n(QEn - 4K, FJ =nQE" (x,,t) = B, =-nQE,"(x,,1) (3.5.7.1.55)
When Flow is going out from inside (nQ > 0)
-ndK, ag“” =0 = B,=-nQE,” (3.5.7.1.56)
X
Cauchy boundary condition
" aEnm
n[QE,, - 4K, o J= 0, (x,,1) = B, =-0,,(x,,1) (3.5.7.1.57)
Neumann boundary condition
aE " m
—nAKXa—”:QEn(xb,t) = B =-nQE," -0, (x,,1) (3.5.7.1.58)
X
3.5.7.2 Mixed Predictor-corrector/Operator-Splitting Scheme
Recall the continuity equation for kinetic-variables, equation (3.5.7.1.1), as follows.
aE” 614 a( Enm a aE”’” as rs is os os
A T B an )‘ax[KxA o ]:ME,, MM M M "+ AR, (3.57.2.1)

At (n+1)-th time step, equation (3.5.7.2.1) is approximated by
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ntl n m m
PG SN PN ()3 Wl a8
At ot Ox o Ox

j_ME”ax +ME”rS +ME”is +ME”0.V1 +ME”0S2 +ARE” (3.5‘7'2.2)

According to Mixed Predictor-corrector/Operator-Splitting Scheme, equation (3.5.7.2.2) can be
separated into two equations as follows

myn+l/2 myn m m )
A(E” ) (En ) aAEm 6(QEH )_i KAaEn :M,ax-*—M-m+M~0Sl+M-aS2+M~m
At o o a7 o S "
a(f 0 3.5.7.2.3)
n
AR — E:m n
E, ot — )
E n+l E™ n+l/2 +(E imyn - ” o0(/nA im\n+ o({nd im\n
. —(E, )A, (£,") ]:RE,, R, - (az )(E e (6 )(E ) (3.5.7.2.4)

First, solve equation (3.5.7.2.3) and obtain(E,")"""'*. Second, solve equation (3.5.7.2.4) together

with algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain (E,)""
and the individual species concentration.

To solve equation (3.5.7.2.3), assign and calculate Rys, and Lys, same as that in section (3.5.7.1).
Then equation (3.5.7.2.3) is simplified as

Em n+l/2_Emn aA a Em a aEm aA )
A BT =B oA p  OQET) [KA . J+L E" =Ry, +AR,"~S2(E™Y  (3.57.2.5)

At 8 ax ax HSn"~'n HSn " 5t

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. Integrate
Equation (3.5.7.2.5) in the spatial dimensions over the entire region as follows.

OE" & 0" o(QE,") oA
J.]vl|:1‘17—a(1<‘T o J:|d +IW Td +J.N( HSn at)E" dx =

X

(3.5.7.2.6)
[~ (RHS” +AR," ——(E;;”')"jdx
; "ot
Integrating by parts, we obtain
" i 6E " m 04 .
jNAa d+j — KA j dx+jN(Hs" 6JE,,arx
N . (3.5.7.2.7)
=f1v (R + AR "—a—A(E"'")")dx—W QE’"|’”+NKA%
i HSn E, at n i n gy iThx ax .
Approximate solution E,” by a linear combination of the base functions as follows
n N
E"~E" =Y E"()N,(x) (3.5.7.2.8)
J=1

Substituting Equation (3.5.7.2.8) into Equation (3.5.7.2.7), we obtain
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- gy dW . T oA
—) T TONdx 'KA N der [ N[ Ly + P\ e |E,"
;[[ ;!: dx .[ dx x _£ t( HSn 8t) j xJ n ():l

(3.5.7.2.9)
N | (5 OE,"(t) R " OF,"
+;|:{;[:NiAN/d J } jN ( Ry, + ARy, =—(E}") jdx—Zn{W,QEﬂ —NI.KXAFL
Equation (3.5.7.2.9) can be written in matrix form as
OE,"
([L1+[L21+[L3)){E, }+[M]{ = }—{S}+{B} (3.5.7.2.10)
The matrices [L1], [L2], [L3], [M] and load vectors {S}, {B} are given by
=— j —QN dx (3.5.7.2.11)
12, dN,
= - (3.5.7.2.12)
o4
L3, = j N, (LHS” +Eijdx (3.5.7.2.13)
M, = [ N,AN dx (3.5.7.2.14)
o4, .,
= ] n _ 247 Elm n
S, j N, (RHS” +AR, " == (E)) )dx (3.5.7.2.15)
B - —n[WiQEn”’ N KA a’;;m J (3.5.7.2.16)

where all the terms listed above are calculated with the corresponding time weighting values.
Equation (3.5.7.2.10) is then simplified as

[LI{E,"}+[M ]{agtm } ={S}+{B}, where[L]=[L1]+[L2]+[L3] (3.5.7.2.17)
Further,
LY, (") + W, *(E,")"} +[M ]{W} ={S}+{B} (3.5.7.2.18)
So that
[CMATRX1{(E,")""*} = {RLD} (3.5.7.2.19)
where
fevarro) =U0L o) (3.5.7.2.20)
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[M]

{RLD} = (?— W, *[L]j{(En”’)”} +{S}+{B} (3.5.7.2.21)

The above equations are used to solve for the kinetic variable concentration at interior nodes, where
the boundary term {B} is zero.

For junction nodes, recall equation (3.5.7.1.38) as follows.

(E”)jnﬂ_(En)j” a¥; " N o . NJRTH,
At t () = (M), + (M7, + (M), + (M 7) + #5(R ) + > Flux, (3.5.7.2.22)

k=1

¥

which can be separated into two equations, according to mixed Predictor-corrector/operator-splitting
scheme, as follows

_}L (E"m)jnH/Z _(E:r)in

¥ :
, LB, = (M), (M) 4 (M), + (M), +

e (3.5.7.2.23)
¥ (R, ), ——L(EM)"+ Y Flux,
g n dt E =
(En)jnﬂ _[(Enm)jnJr]/Z + (Enim)in]
At

o(In¥-)

__}L R n+l _}L R n J Eim n+l a(/n-bL/)
= /'( E,,)/' - ,'( E,,)/‘ _T( n )/' t+t—

ot

(EM)  (3.5.7.224)

First, solve equation (3.5.7.2.23) and get (En’")j”“/ *. Second, solve equation (3.5.7.2.24) together

with algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the
individual species concentration.

To solve equation (3.5.7.2.23), assign

n

(Lys,),; = A—’t+7tf (3.5.7.2.25)
.}L‘”(E"m)‘” n n d.FL imy n
(RHS")j:jA—tj +W,(Rys,),; +-¥ﬁ(RE”)j —T;(En ); (3.5.7.2.26)
Flux, =W, Flux,"" + W, - Flux," (3.5.7.2.27)
Continue the calculation as follows
s (SS)j *(E"us)jz if (SS)/' >0 = (RHSn)/' = (RHSn)j + VVI(SS)] *(Enm)j
M;®), = . ) (3.5.7.2.28)
(SS)j (En )j’ lf (SS)j <0 = (LHSn)j :(LHSn)j _W1(Ss)j
D ED (80,50 = Ry, = (Rye), +W(S,), *(EL),
M), = .l ) (3.5.7.2.29)
(S,), *(E);s if (S,), 50 = (Lyg,),; =(Lys,); =W (S),
. (SR) M(E ) ;s 1 (SR) >0 = (Rys,); = (Rys,), +W(Sp) X(E L),
(M.") = . m ) (3.5.7.2.30)
(SR)j (En )j» lf (SR) jSO = (LHSn)j :(LHSn)j_VVl(SR)/‘
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. (S, *(E)y i (5),>0 = (Rys,); =Rys,), +Wi(S)), *(EL),
M."), = o (3.5.7.2.31)
’ (Sl)j*(En )j’ if (Sl)j£0 = (LHSn)j:(LHSn)j_VVI(SI)j

Then equation (3.5.7.2.23) is approximated by

NJRTH,;

(LHSn)/(Enm)/ - z Fluxk = (RHs,,)/ (3.5.7.2.32)
Assign
{RLDW} = (%— W, *[L]j{(En”’)”} +{S} (3.5.7.2.33)

Equation (3.5.7.2.19) is modified as

[CMATRX{(E,")"""} + {Flux} = (RLDW } (3.5.7.2.34)

The flux term in both equations (3.5.7.2.32) and (3.5.7.2.34) is specified as follows.

If nQ >0, flow is going from reach to the junction
Flux, = 0"(E,")" =W,(Q")""[(E,") 1" + W, (Q")'I(E,")' T (3.5.7.2.35)
If nQ <0, flow is going from junction to the reach,

Flux, ==0"(E,"), =-W,(Q")"'[(E,"), """ =W,(Q")'[(E,"),]" (3.5.7.2.36)

So that equations (3.5.7.2.32) and (3.5.7.2.34) become a set of equations of (£,"), and (E")".

For boundary node i = b, the boundary term {B} should be continuously calculated same as that
using Fully-implicit scheme in section 3.5.5.1.
3.5.7.3 Operator-splitting

Recall the continuity equation for kinetic-variables, equation (3.5.7.1.1), as follows.

A—+—F +
ot ot " Oox ox

6E,z aA a(QE;; ) 6 {KXA aEn J:ME as +ME rs +ME is +ME osl +ME 0s2 +ARE (3.5.7.3.1)
x n n n n n n

At (n+1)-th time step, equation (3.5.7.3.1) is approximated by

(E )’Hl — (E )" 04 a(QE '") 0 oE," as rs is os1 0s2
a8 ) O () Ol g oy M, M, M, M, "+ AR
At or " oax ax T ox b b b b b 5 (3573.2)

According to Operator-splitting scheme, equation (3.5.7.3.2) can be separated into two equations as
follows
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E™ n+l/2 E ™) aA 8(OE ™ o OE ™ ) ) ) . is
A ( } ) At ( ] ) 5 Em (ann ) _a[KYA a_;j B ME/’m +ME/!“ +ME/’031 +ME/1032 +MEHD (3'5'7'3'3)
n+l myn+1/2 im\n
En [(En )At + (En ) ] — RE”nH _ %(E;m )n+1 (3.5.7_3.4)

First, solve equation (3.5.7.3.3) and get (E,")""'"* . Second, solve equation (3.5.7.3.4) together with

n+l

algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain (£)

the individual species concentration.

To solve equation (3.5.7.3.3), assign and calculate Rys, and Lys, same as that in section (3.5.7.1).
Then equation (3.5.7.3.3) is simplified as

Em n+l/2 Em n aA . a Em a aEm aA .
A%JFEE" +%_6_x(1<x/16_;j+(%n +5jE” =Ry, (3.5.7.3.5)

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. Integrate
Equation (3.5.7.3.5) in the spatial dimensions over the entire region as follows.

TN{AaE

Integrating by parts, we obtain

8 ok o(QE,") LAY
_5(](* ” Hd jW 6—d +jN[ s 6tj dx _jNRHS,,dx (3.5.7.3.6)

X

n i a n m aA m
jNAa d+j — KA axd j dx+jN(Hs" aJE"dx
- (3.5.7.3.7)
B2 6E m
- jN,,RHSndx—W,QEn"’ +N,K A"
X o ax Bl

Approximate solution £ ™ by a linear combination of the base functions as follows

E"~E"=3E,"(ON,(x) (3.5.7.3.8)

'MZ

Substituting Equation (3.5.7.3.8) into Equation (3.5.7.3.7), we obtain

2 taw, YaN, AN, % Lo
—| —ON dx+ | —K A—Ldx+ | N,| L Ndx |E,"(t
;|:{ { dx J X .!: dx X dx X :!; i ( HSn a J xJ ( ):|

(3.5.7.3.9)
dE,)" (1) | 't ~ w oE,"
ZHJN AN dx J . 1—;.:N,RHSndx Zn{ OF," =N K A= L
Equation (3.5.8.2.19) can be written in matrix form as
dE ™
([L1+[L2]+[L3]){E,"} + [M]{T;} ={S}+{B} (3.5.7.3.10)
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The matrices [L1], [L2], [L3], [M] and load vectors {S}, {B} are given by

daw
L1, =~ j —LONdx (3.5.7.3.11)
Y AN, dN .
L2 =|—~K A Ld

] j KA (3.5.7.3.12)

o4
L3, = j N, [LHS” +Eijdx (3.5.7.3.13)
M, = j N, AN dx (3.5.7.3.14)
S = f NiR 5, dx (3.5.7.3.15)

B OE,"
B, :—n(WiQEn —NI.KXAWJ (3.5.7.3.16)
b

where all the terms listed above are calculated with the corresponding time weighting values.

Equation (3.5.7.2.10) is simplified as

(LI{E,") +[M]{dfl;m } — (S} +{B), where[L]=[LI]+[L2]+[L3] (3.5.7.3.17)
Further,
LYW, *(E,"Y™" + W, *(E," )"} +[M ]{W} ={S}+{B} (3.5.7.3.18)
So that
[CMATRX){(E,")"""*} = {RLD} (3.5.7.3.19)
[CMATRX ] = [f—t] + W, *[L] (3.5.7.3.20)
(RLD} = (%— w, *[L]j{(Eﬂ'")”} +{S)+{B) (3.5.7.3.21)

The above equations are used to solve for the kinetic variable concentration at interior nodes, where
the boundary term {B} is zero.

For junction nodes, recall equation (3.5.7.2.22) as follows.

(En ) /_”*1 - (En ) /_" d-FL/ as rs os is g
¥y — (), = (M), + (M), (M), + (M) + 5 (R + ; Flux,  (3.5.7.3.22)

which can be separated into two equations, according to Operator-splitting scheme, as follows
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-}L (E:Y)/.HH/Z—(E:) n d‘}L NJRTH ;

- o - +TI"(E;")1.:(ME”‘”)j+(ME””)j+(ME””)1.+(ME"")I,+ ; Flux, (3.5.7.3.23)
(E)," =[(E"),""+(E"™)"] wa_ OUNFS) i e
/ Ajt —=F (R, )" - atl (E"™ (3.5.7.3.24)

First, solve equation (3.5.7.3.23) and get(E,") j’“” >, Second, solve equation (3.5.7.3.24) together

with algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the
individual species concentration and (£ ) j"”

To solve equation (3.5.7.3.23), assign

¥ -
L.) =—L4+"7/ 3.5.7.3.25
L), At dt ( )
_};n (Enm) .Vl .,
(RHSn )j = # + VVZ(RHSn )j (3.5.7.3.26)
Flux, =W, -Flux,""" + W, - Flux," (3.5.7.3.27)

Continue the calculation as follows

{(SS)]'*(E m)/: if (SS)/'>0 = (RHSn)/':(RHSn)j+VVl(SS)j*(E m)j
(M), = L ! (3.5.7.3.28)
(), *(E,") ;s i (S5), <0 = (Lys,); = (Lys,); —W(Ss),
W) _{(Sm),-*(Enm),-, if(S,);>0 = (Rys,), =Rys,); +W(S,,), *(E ), 357329
S HEM, I (5,),S0 = (Lys,), = (Lys,), ~W(S), (3:57:3.29)
. (Sp),¥(E ) s i (Sp) >0 = (Rys,); = (Ryg,); +Wi(Sp) ,#(E L)
M.") = . (3.5.7.3.30)
' (Se) M(E") ;s i (Sp) ;<0 = (Lyg,); = (Lys,), =W (Sp);
M) = (), *(E ) i (S),;>0 = (Rys,); = Rys,); +W(S)), *(E ), 357331
G HEM, i (S), S0 = (Lyg,), =(Lys,), — (S, (3:57.331)
Then equation (3.5.7.3.23) is approximated by
(Lys,) (B, = Flux, = (Ry,), (3.5.7.3.32)
Assign
{RLDW} = K% -, *[L]j {(E")}+{s} (3.5.7.3.33)
Equation (3.5.7.3.19) is modified as
[CMATRX{(E,")"""} + {Flux} = (RLDW } (3.5.7.3.34)

The flux term in both equation (3.5.7.3.32) and (3.5.7.3.34) is specified as follows.
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If nQ > 0, flow is going from reach to the junction
Flux, = 0"(E,")" =W,(Q")"'[(E,")' I + W,(Q")'IE,")' T (3.5.7.3.35)
If nQ <0, flow is going from junction to the reach,

Flux, ==0"(E,"), =-W,(Q")"'[(E,"), """ =W,(Q")'[(E,"),]" (3.5.7.3.36)

Equations (3.5.7.3.32) and (3.5.7.3.34) become a set of equation of (£,"); and (E")".

For boundary node i = b, the boundary term {B} should be continuously calculated same as that
using Fully-implicit scheme in section 3.5.5.1.

3.5.8 Finite Application of the Finite Element Method to the Advective Form of the
Transport Equations to Solve 1-D Kinetic Variable

3.5.8.1 Fully-implicit scheme

Recall the continuity equation for kinetic-variables, equation (2.5.44), as follows.

Ay BN O 08

a[ at i ax ax ax szE”m +ME”rs +ME”is +ME”0sl +ME”032 +ARE~ (3.5.8.1.1)

According to the governing equation of water flow in 1-D river/stream

04 o
04,90 5 45, 48, +5 +S, (3.5.8.1.2)
ot Ox

Equation (3.5.8.1.1) can be modified as follows.

OE 04 6E™ 0 oE™\ [o4
A=+ T F Q0 Z K A || (S + S, +S, +S +S,) |E”
ot at”an 6x[X J[ (854545, +5, 2)}"

Ox ot (3.5.8.1.3)
:ME”a.s +MEHM +ME”is +ME"nsl +ME"OSZ +ARE"
At n+1-th time step, equation (3.5.8.1.3) is approximated by
n+l n m m
AM+6—AE”+Qai—i KA,AaE” - %—(SR+SR+S1+S2+S,) E"
At ot ox Ox ox ot (3.5.8.1.4)

:ME“as +ME“rs +ME”is +ME”051 +ME”0S2 +ARn
According to Fully-implicit scheme, equation (3.5.8.1.4) can be separated into two equations as
follows

n+l/2 n m m
JESE) o +Q&_3[KXA%J_[6_A_(SS+SR+S,+S1+SZ)}E," _

At ot " ox  Ox ox ot
X 3 i s1 52
MEH‘” +ME”“ + ME”” +ME”‘” +ME”” + AREH

(3.5.8.1.5)
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n+l _ n+l/2
(E)" -(E)"" _, (3.5.8.1.6)
At

First, solve equation (3.5.8.1.5) and get (E,)™"""%. Second, solve equation (3.5.8.1.6) together with
algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the individual
species concentration. Iteration between these two steps is needed because reaction term in equation

(3.5.8.1.5) needs to be updated by the results of (3.5.8.1.6).

To solve equation (3.5.8.1.5), assign

Ry, =0 and Ly, =(Sg+S,+S,+S +8S )_8_,;1 (3.5.8.1.7)

Then the right hand side RHS,, and left hand side LHS,, should be continuously calculated same as
that in section (3.5.7.1). Equation (3.5.8.1.5) is then simplified as

n+1/2 n m
A—(E”) (£,) +6—AE +Q—a z —E{KXAéE” ]+L E"=R,. +AR

” (3.5.8.1.8)

HSn

At or " ox  ox ox S

Express E," in terms of (E," /E,) E," to make E,’s as primary dependent variables,

4O, 04, +Q6[E” E] a[KXAE” ai} a[K Aa(E"—/E”)E”]wLLHSHEI; E, =Ry, + AR, (3.5.8.1.9)

o ot " Ox Ox E ox Ox X

n

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. Integrate
Equation (3.5.8.1.9) in the spatial dimensions over the entire region as follows.

v | 4% g a5l dx+jW[ OIE g KAa(E /
ot ox E, ox 6x E, ox

Rl

B o (3.5.8.1.10)
+j [ oot [ __[N Ry, + AR, ) dx
Integrating by parts, we obtain
IN[AaE” dx+j.W,.QEL%dx+J‘W‘.Qa(E”—/E)Ed +j UK, PSP
M ot E, ox 5 ox E,  ox
“aw,  O(E"/E,) E" o4
+le K AT dv I V| s J gy Bt (3.5.8.1.11)
= [ N,(Rys, + AR, )dx+ N K, PrAReA +WZ.KXA6(E”—/E”)E"
" ox X
x n Bl Bl
Approximate solution E, by a linear combination of the base functions as follows
n N
E,~E, =Y E(O)N,(x) (3.5.8.1.12)

J=1

Substituting Equation (3.5.8.1.12) into Equation (3.5.8.1.11), we obtain
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n a(Enm/En) ’Y"" th 6(Enm/En)
i IWQ ’d +jWQ p» Ndx+ | LK AT
> 5 E, (1)
- N m d m y
a _[dN’K P fdx+jN[ L, L +—aAdex
Dy E, dx E 0

x n

Equation (3.5.8.1.13) can be written in matrix form as

([L1+[L2]+[L3]+[LA]+[LS)){E, } + [M]{a;" } ={S}+{B}

The matrices [L1], [L2], [L3], [L4], [L5], [M] and load vectors {S}, {B} are given by

E dN
Lli/ = I WIQE_ ~d.

dx

jWQ“E/E)

L3, = j ddW K A%N d
X X

X1

o dN
14, = [ Wig 4By,
v dx E, dx

Rl

E" o4
L5, :;le,.ELHSn 3 +6—de

M, = j N, AN dx

Rl

S, = j N, (Rys, + AR, )dx

X

B =n NiKXAEL%JFWiKYAa(En /En)En
S E, Ox ’ ox X

n

Equation (3.5.8.1.14) is then simplified as

[LKE,}+ [M]{%} ={S}+{B}, where[L]=[L1]+[L2]+[L3]+[L4]+[L5]
Further,
% n+1/2 S n [M] n+1/2 n| _
(LU *E, 2w, = B+ 222, = £ | = {5)+ (B}
So that

3-126

v [ OE, (6] % E" GE, oE,"JE,
2 (jN,.AN,dea—ft}zleNl.(RHSn+ARE”)dx+zn{N[KXA?E+W[KXAT

E)E}

(3.5.8.1.13)

(3.5.8.1.14)

(3.5.8.1.15)

(3.5.8.1.16)

(3.5.8.1.17)

(3.5.8.1.18)

(3.5.8.1.19)

(3.5.8.1.20)

(3.5.8.1.21)

(3.5.8.1.22)

(3.5.8.1.23)

(3.5.8.1.24)



[CMATRX{E,"""} = {RLD} (3.5.8.1.25)

where
[CMATRX ] = % W, *[L] (3.5.8.1.26)
{RLD} = [% —W,* [L]j {E,"}+{s}+{B} (3.5.8.1.27)

The above equations are used to solve for the kinetic variable concentration at interior nodes, where
the boundary term {B} is zero.

At the junction nodes, assign
{RLDW}—M—W*[L]{E”}+{S}+{nQE "y 3.5.8.1.28
- At 2 n n ( eeOe R )
Equation (3.5.8.1.25) is modified as

[CMATRX{E,""” | + Flux = {RLDW} (3.5.8.1.29)

Junction concentration can be solved by the matrix equation assembled with equation (3.5.7.1.48),
and (3.5.8.1.29).

For boundary node i = b, the boundary term {B} should be continuously calculated as follows.

B = NiKYAE—”%+WiKXA—6(E” /E”)En =n KYAE—”%ﬁLKKA—a(E” /E”)En =n KKA—aE” (3.5.8.1.30)
" E, Ox Ox , " E, Ox Ox A ox ),
Dirichlet boundary condition
E" =E,"(x,,t) (3.5.8.1.31)

Variable boundary condition

When flow is coming in from outside (nQ < 0)
m aEnm m m m
n| OE," - AKXF =nQE,"(x,,t) = B, =nQE," —nQE," (x,,t) (3.5.8.1.32)

When Flow is going out from inside (nQ > 0)

nak ZE g B -0 (3.5.8.1.33)
ox
Cauchy boundary condition
i OE," "
H[QEn —AK = ]= Op,(x,,1) = B, =nQE," = Op,(x,,1) (3.5.8.1.34)
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Neumann boundary condition

-nAK, OF,
ox

= QEn(xlﬂl) = B[ = _QEn(xbat) (3-5.8.1.35)

3.5.8.2 Mixed Predictor-corrector/Operator-Splitting Scheme

Recall the continuity equation for kinetic-variables, equation (3.5.8.1.3), as follows.

A%Jra—AE +Q£—£[KA,A%1—F—A—(SS +8,+8,+5 +S2)}En’” =

oo ot " ox  Ox ox ot (3.5.8.2.1)
ME” as + ME” rs +ME” is +ME” osl +ME” 0s2 + ARE“
At n+1-th time step, equation (3.5.8.2.1) is approximated by
n+l n m m
A—(E”) (£,) +6—AE" +Q—8E” _9 KVAai —{a—A—(SS +8,+8,+5, +S,)}En”’
At ot ox ox\ ~  Ox ot (3.5.8.2.2)

_ as rs os1 0s2 is
_ME” +ME” +ME” +ME” +ME” +ARE”

According to mixed predictor corrector/operator-splitting scheme, equation (3.5.8.2.2) can be
separated into two equations as follows

myn+l myn m m
141M+(3—1‘1E:‘+Q8i—i K\_Aai - a—A—(SS+SR+S1+S2+S,) E"
At ot Oox  Ox Ox ot

S (3.5.8.2.3)
:ME”ax +ME” rs +ME”0.YI +ME”OS2 +ME”I'S + ARE”" _a_"j(E;m )n
E n+l _ E myn+1/2 E im\n ) )
n [( n )At +( n ) ] — RE"nH _RE”n _ a(é’ZA) (Erzlm)nﬂ + a(grtlA) (E,;m)n (3.5'8.2.4)

First, solve equation (3.5.8.2.3) and get (E”")""'"* . Second, solve equation (3.5.8.2.4) together with

algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain E,"*' and the
individual species concentration.

To solve equation (3.5.8.2.3), assign and calculate Rys, and Lys, in the same way as that in Section
(3.5.7.2). Equation (3.5.8.2.3) is then simplified as

A

Emn+]/2_Emn 6A aEm a aEm aA )
%JFEE:’ +Q6_;_§(K"A a; j+LHs”Enm =Ry +AR;" —E(E,'/")" (3.5.8.2.5)

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. For
Galerkin method, choose weighting function identical to base functions. Integrate Equation
(3.5.8.2.5) in the spatial dimensions over the entire region as follows.
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"+ j N, [ aAjE”’"dx -
ot

OE" @ OF,
;[IN{A = —a[lg P de jWQ

j N, {RHS” +AR,)' —E(E;"")"}dx
Integrating by parts, we obtain
n i a n " n " 6A m
jsz8 d+j K axd+jWQ dx+jN( atjEndx

aE m

=J'N{RHS + AR, )" - (E’”’)”}d +N, K A—"—
" " X

Bl

Approximate solution E,” by a linear combination of the base functions as follows

N
E”'” ~ E”’” = ZlEnjm (t)N] (x)
J=

Substituting Equation (3.5.8.2.8) into Equation (3.5.8.2.7), we obtain
J i d J 6A m
”HIWQ d+j KA d+IN(LHS+adexJEW (r)}

+ZN:HTNiAde ] E,"(t )} J'N [ s, + AR, Y - A(E,m n}dx+2n[NinA%j

J=1 X

Equation (3.5.8.2.9) can be written in matrix form as

OE,"
([L1+[L21+[L3]){E, }+[M]{ ”

[=t5112)
The matrices [L1], [L2], [L3], [M] and load vectors {S}, {B} are given by

Ll j WQ—ddN’
.= . —ax
by dx

¥ dN,
L2,= == N, K A—Ldx
Y 5 dx dx
aA
3. =(nN|L dx
ij { 1( HS, ath
M, = [ N,AN dx

Rl

K n aA im\n
S, = IN[ |:RHS,, +A(R;) _E(En ) :|dx

X
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(3.5.8.2.6)

(3.5.8.2.7)

(3.5.8.2.8)

(3.5.8.2.9)

(3.5.8.2.10)

(3.5.8.2.11)

(3.5.8.2.12)

(3.5.8.2.13)

(3.5.8.2.14)

(3.5.8.2.15)



OE,"
B[:n(N‘.KXA j (3.5.8.2.16)
b

ox

where all the terms listed above are calculated with the corresponding time weighting values.
Equation (3.5.8.2.10) is then simplified as

[L1{E,") +[M]{a§;m } — (S} +(B}, wherd L] =[L1]+[L2]+[13] (3.5.8.2.17)
Further,
[L]{Wl * (Enm)ml/z I, (Enm)n} i [M]{(E"m)HA—t_(Eﬂm)n} = {S} + {B} (3.5.8.2.18)
So that
[CMATRX){(E,")"""*} = {RLD} (3.5.8.2.19)
where
[CMATRX = % +W,[L] (3.5.8.2.20)
{RLD} = (% - WZ[L]]{(E”'”)”} +{S}+{B} (3.5.8.2.21)

The above equations are used to solve for the kinetic variable concentration at interior nodes where
boundary term {B} is zero.

For junction nodes, assign
{RLDW}—M—W[L]{(E"’)”}+{S}+{nQE " 3.5.8.2.22
- At 2 n n ( oo el )
Equation (3.5.8.2.18) is modified as

[CMATRX){(E,")"""*} + Flux = {RLDW} (3.5.8.2.23)

Junction concentration can be solved by the matrix equation assembled with equation (3.5.7.2.32)
and (3.5.8.2.23).

For boundary node i = b, the boundary term {B} should be continuously calculated same as that
using Fully-implicit scheme in section (3.5.8.1).

3.5.8.3 Operator-splitting

Recall the continuity equation for kinetic-variables, equation (3.5.8.1.3), as follows.

%5 g pOE" O [KXAaE” j—{a—A—(SS+SR+S,+S1+S2)}En”‘:

o ot " ox  Ox ox ot
ME as +ME rs +ME is +ME osl +ME 0s2 +ARE

(3.5.83.1)

At n+1-th time step, equation (3.5.8.3.1) is approximated by
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n+l n m "
A BT ) o4 ro % OE" 0 Ktﬁi _{6_/1_(5 +S,+8,+8, +S)}E’”
At a 6)( . ax 6

_ as rs os1 0s2 is
=M +ME” M AM T+ M "+ AR,

(3.5.8.3.2)

According to Operator-splitting scheme, equation (3.5.8.3.2) can be separated into two equations as
follows

myn+l myn m m
A(E”) (E, )_+6_AE:’+Q_8E" _9 K\_Aai _[a_A—(S +S;+S8 +S, +S)}
At ot ox ox\ ©  Ox 0 (3.5.8.3.3)
:ME”a.v +ME” rs +ME”0.YI +ME”OS2 +ME”ls
n+l mn+1/2 im~\n
En [(E” )Al +(E” )] _ REnn+1 6(27214) (Elm )n+l (3.5.8.3.4)

First, solve equation (3.5.8.3.3) and get (E”")""'"*. Second, solve equation (3.5.8.3.4) together with

n+l

algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain (£)

the individual species concentration.

To solve equation (3.5.8.3.3), assign and calculate Rys, and Lys, same as that in section (3.5.8.1).
Equation (3.5.8.3.3) is then simplified as

myn+1/2 myn m m
AN BN oA (OB 0f o,
ox  ox\

- > +Lys E" =Ry (3.5.8.3.5)

Use Galerkin or Petrov-Galerkin FEM for the spatial discretization of transport equations. For
Galerkin method, choose weighting function identical to base functions. Integrate Equation
(3.5.8.3.5) in the spatial dimensions over the entire region as follows.

[ v, 4Ll 4%
o ol e

Integrating by parts, we obtain

LA o
( th dx = j N Ry dx (3.5.8.3.6)

OE

jNA a"d+j ik 4 a"d+jWQ "dx+jN( ?;jEﬂmdx

" (3.5.8.3.7)
aE m

—JNRHde+NKA
ox

X

Bl

Approximate solution E," by a linear combination of the base functions as follows

N

" ~E"=>E ()N, (x) (3.5.8.3.8)

Jj=1

Substituting Equation (3.5.8.3.8) into Equation (3.5.8.3.7), we obtain
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Y (% 4N, AN,  dN, % o4
ZKJ-WI.Q v J:d—KA d’dx+;[N,(LHSH+EJN JEW (t)]

(3.5.8.3.9)
N[ OE,"(t) OE,"
+;H£N[AN_,¢1 J - 1 J.NRHS dx+Zn(N K A=t l
Equation (3.5.8.3.9) can be written in matrix form as
i OF,"
(LL11+[L2]+[L3]){E, }+[M]{ » }z{S}+{B} (3.5.8.3.10)
The matrices [L1], [L2], [L3], [M] and load vectors {S}, {B} are given by
Ll —TWQ—dde x
=IO (3.5.8.3.11)
tdn, dn,
12, = - (3.5.8.3.12)
o4
L3, = j N, (LHS” +5ijdx (3.5.8.3.13)
M, = [ NAN dx (3.5.8.3.14)
S, = [ N.Ryg dx (3.5.8.3.15)
aEn’ﬂ
B _n(N,KXA - l (3.5.8.3.16)

where all the terms listed above are calculated with the corresponding time weighting values.
Equation (3.5.8.3.10) is then simplified as

[L]{ } +[M]{agt } ={S}+{B}, where[L]=[L1]+[L2]+[L3] (3.5.8.3.17)
Further,
LI * B, 4,5, +[M]{—(E"m)“ & } ~{5}+ {8} (358.3.18)
So that
[CMATRX{(E,")"""} = {RLD} (3.5.8.3.19)
where
temarrx )= g 3.5.8.3.20
Y4 (3.5.8.3.20)
(RLD} = ([f ] W[L]]{(E”’”)”}+{S}+{B} (3.5.83.21)
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The above equations are used to solve for the kinetic variable concentration at interior nodes where
boundary term {B} is zero.

For junction nodes, assign

(RLDW'} = %— WLILI{(E,")"} +{S)+ (nQE,"} (3.5.83.22)

Equation (3.5.8.3.18) is modified as

[CMATRX1{(E,")"*"*} + Flux = {RLDW'} (3.5.8.3.23)

Junction concentration can be solved by the matrix equation assembled with equation (3.5.7.3.33)
and (3.5.8.3.23).

For boundary node i = b, the boundary term {B} should be continuously calculated same as that
using Fully-implicit scheme in section (3.5.8.1).

3.5.9 Application of the Modified Lagrangian-Eulerian Approach to the Largrangian Form
of the Transport Equations

3.5.9.1 Fully-implicit scheme

The continuity equation for kinetic-variables in advective form at (n+7)-th time step, is shown as
follows.

n+l n m m
S B ZE) oA p OB Ok 405 (548,48 +8,+5)- g
At ot ox ox\ 7 oOx ’ ot

_ as rs osl 0s2 is
=M+ M "M "+ M "+ M "+ AR,

(3.5.9.1.1)

[Option 1]

Express E," in terms of E," /E,*E, to make E,’s as primary dependent variables, equation
(3.5.9.1.1) 1s modified as

E n+l E n 5A G%El7 6 aEE": En
A—( D O +—E +Q—2— | K A—2 +
At ot ox ox| ox

(3.5.9.1.2)

En m
E

n

[(SS + Sy +8,+85,+8)- %} E, =M, " +M, " +M,” +M,"* +M," + AR,

According to Fully-implicit scheme, equation (3.5.9.1.2) can be separated into two equations as
follows
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(E )n+l/2 —(E )n aA 6 Eﬂ En a a E’j En
A—rt—rt—F +Q———-—| K A—"— |+
At ot ox ox Oox
(3.5.9.1.3)

E

n

[(Ss FS8p+85,+8,+ S,)—Z—Ij:| E, E,=M,“+M,"” +ME”ml +ME”m2 +ME”"S + AR,

(En )n+l _ (En )n+1/2
At

=0 (3.5.9.1.4)

First, solve equation (3.5.9.1.3) and get (E,)™"""%. Second, solve equation (3.5.9.1.4) together with
algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the individual
species concentration. Iteration between these two steps is needed because reaction term in equation

(3.5.9.1.3) needs to be updated by the results of (3.5.9.1.4).

To solve equation (3.5.9.1.3), assign

OA |E™
Ry =0 and Ly = [(SS +S,+8,+8,+ S[)_E} E (3.5.9.1.5)

Then the right hand side Ry, and left hand side Ly, should be continuously calculated as following.

rs SR*Enus U(‘SR >0 = RHSn :RHSn +ME”rs
" (3.5.9.1.6)
S¥E", if Sp<0 = Ly, =L, —S,
S¢*E ., if Sg>0 = Ry, =Ry, + M. “,
M, S o (3.5.9.1.7)
Sg*¥E", if Sg<0 = L, =L, —Ss

S *Enm”rl, lf S >0 = R ) = R . M osl
M :{ g s e o o (3.5.9.1.8)
S*E™, if §,<0 = Ly, =Ly, —5S,

S *E’”mz’ ifS,>0 = R n:R ,1+M 052
L P ' oo (3.5.9.1.9)
S,¥E", if S, <0 = Ly, =Ly, —S,

S, *E",, if ;>0 = Ry, =Ry, +M is
“ls 1 R (3.5.9.1.10)
S, *E", if $,<0 = Ly, =Ly, -5,

is

n o

Equation (3.5.9.1.3) is then simplified as

E"
n+l/2 n m m
B B Ay oB" g Bu (OE Of g (ETOE ),
At ot E, T ox | ox  Ox E, ox

(3.5.9.1.11)

o B, _Olgabtulyp E, =Ry + AR,

Hs,
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Assign the true transport velocity V. as follows.

E m a E m
AV - : _K A_ - eJdelele
QEn * 5X(En] (3.5.9.1.12)
E m
K=K (3.5.9.1.13)
EVI
a E m 6 a E m
L=0—| == |- | K, A——| == ||+ L
an( Ej 8x|: . 6x( E, H s, (3.5.9.1.14)

Then equation (3.5.9.1.11) is simplified as

E)"" —(E,)" OE, © ) 04
A%'FAVMM axn —a(KfmeAa—;j‘f‘(E‘f‘L)En :RHS” +ARE” (3,5.9.1,15)

Equation (13.5.7.1.15) in the Lagrangian and Eulerian form is as follows.

n+l/2 _ n
% _(E) _ E) Ly 5@& -0 (3.5.9.1.16)
T X
dE. 0 OE ) (o4
Lo 5( Kt )+ (5 + L] E, =R, +A4R, (3.5.9.1.17)

First, solve equation (3.5.9.1.16) to obtain the Lagrangian values by particle tracking. Then, deal
with Eulerian equation (3.5.9.1.17) by finite element method.

Equation (3.5.9.1.17) written in a slightly different form is shown as follows.

dE
~—2_D+KE,=R, (3.5.9.1.18)
dr
where
10 oF
D=——"|K 4=—n .5.9.1.
A@x( e 8x] (3.5.9.1.19)
04 )
—+L
oo ( ot (3.5.9.1.20)
A
R, + AR
R, = % (3.5.9.1.21)

Equation (3.5.9.1.18) written in matrix form is then expressed as

U n+l/2 n+l n+l n+1/2 U * * * n+l *
%{En j=mipjem[ K E, }:%{En}+VE{D}—%{(KEn)}+VK{RL b+ ,{R} (35.9.1.22)

where [K""'] is the diagonal matrix with K calculated at the (n+7)-th time step as its components, the
diffusion term D expressed in term of E,, is solved by the following procedure.
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Approximate D by a linear combination of the base functions as follows.

D~D= ip/ (N (x)

j=1

(3.5.9.1.23)

According to equation (3.5.9.1.19), the integration of equation (3.5.9.1.22) can be written as

J.N ADdx = j NAZD (N, (x)dx = J.N (Km aai”jdx

X

Integrating by parts, we obtain

UN ANdx] ] —‘%(Km )6ndx v 4B
X

i true ax

N

2

j=1

X B1
Approximate E, by a linear combination of the base functions as follows.
E ~E, = iE, (N, (x)

Equation (3.5.9.1.25) is further expressed as

g[(INiAdexJDj] HI—( Nfde(E)]+N,KMA%

Assign matrices [41] and [42] and load vector {B1} as following

Bl

Al = [ NAN dx

X

i dN
A2, = (K

true

dN .
A)—dx
dx

R

Bl (anKtru(Aai)
ox ),

Equation (3.5.9.1.27) is expressed as
[Al]{D} = —[A2]{E”} + {Bl}
Lump matrix [41] into diagonal matrix and assign
QE, = A2,/ A1,

B =Bl/Al,
Then
{D}=—QENE,}+{B}

where boundary term {B} is calculated as follows
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(3.5.9.1.24)

(3.5.9.1.25)

(3.5.9.1.26)

(3.5.9.1.27)

(3.5.9.1.28)

(3.5.9.1.29)

(3.5.9.1.30)

(3.5.9.1.31)

(3.5.9.1.32)

(3.5.9.1.33)

(3.5.9.1.34)



B = an.KXAai Al - nN,KXAé £ E | /Al
ox ), ox\ E, A

Dirichlet boundary condition

EVI’” = E”’n (Xb’ t) :
(E,"); = E,"(x,,0)

B JED, =B ED: / n

B =nN K A
‘ Ax

Al,—nN K A
where j is the interior node connected to the boundary node.

Variable boundary condition

When flow is coming in from outside (nQ < 0)

n(QE"”’ - AK, OE,
toOx

] = nQEnm (xbrt) =

(Enm/En)j_(Enm/En)i (E )/Al..

B = [nQEnm -nQE" (xbst)]/Alii -nN K. 4 Ax

where j is the interior node connected to the boundary node.
When Flow is going out from inside (nQ > 0)

—l’lAKX aEnm :0 - B,- :—HN[KXA (En /En)j_(En /En)i (En)/Alu
G Ax !

where j is the interior node connected to the boundary node.

Cauchy boundary condition

m

r{QEn'” - 4K, 65” j =0, (x,,t) =
x

B, = |:n E," - Op, (xb’t)j|/A1,v,- -nN K A

BB, =B E / .
Ax 1

where j is the interior node connected to the boundary node.

Neumann boundary condition

m E"/E) —(E"/E).
oL, =0, (x,,1) = B =0, (x,,1) _nNinA( - / )= / ) (En)i/Alif

-ndK
Toox Ax

where j is the interior node connected to the boundary node.

Equation (3.5.9.1.22) can be written as matrix equation as following
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(3.5.9.1.37)

(3.5.9.1.38)

(3.5.9.1.39)
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[L{Ennﬂ/z} n VVI[QEnH]{EnnH/Z} +W |:Kn+l:|{Enn+l/2}
M (3.5.9.1.41)

R A e AT AT TR AT

[Option 2]

Express E," in terms of E,-E,," and E,"/E, *E, to make E,,’s as primary dependent variables, equation
(3.5.9.1.1) is modified as

n+l n
AB)TZ(E) o g 50F, O

At ot " ox Ox X E

n

(KXA a§”j+[(.§s +Sp+S8, +S, +S1)—%}iEﬂ
(3.5.9.1.42)

_ |:Q 82‘; —a%[KXA ag; J:|+ME”(” +MEnrs +ME”().Y1 +ME”uS2 +ME”1'S + ARE”

According to Fully-implicit scheme, equation (3.5.9.1.42) can be separated into two equations as
follows

n+1/2 n
(E)""~(E,)" o4,

n

A +Q%—i(KXAaaij+{(SS+SR+S1+S2+S1)—Z—IﬂE” E

At or " ox ox x E "
(3.5.9.1.43)

= |:Q—ag; - %(KXA—M;; H FM MM M M AR,

n+l _ n+l1/2
(En) AEEn) — O (3.5.9.1.44)

First, solve equation (3.5.9.1.43) and get E,"*""?. Second, solve equation (3.5.9.1.44) together with

algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the individual
species concentration and (E,)"*' . Iteration between these two steps is needed because reaction term

in equation (3.5.9.1.43) needs to be updated by the results of (3.5.9.1.44).

To solve equation (3.5.9.1.43), assign

RHS":O and LHS”:{(SS+SR+S1+S2+S,)—Z—;1}%

n

(3.5.9.1.45)

Then the right hand side Ry, and left hand side Ly, should be continuously calculated as following.

) SR*EH,,\, if S;>0 = R, =R, +M,"”
M," = . " ’ " (3.5.9.1.46)
' Sk *Enm7 if $x<0 = LHS,, = LHS,, - Sk *Enm/En
Ss*Enm if S;>0 = Ry, =R, +M;°,
M," = ’ ’ ’ (3.5.9.1.47)
' SS *Enm’ lf‘ SS < 0 = LHSn = LHS,, _SS *Enm/En
1 SI*E;T:M: l.fS1 >0 = Ry =Ry +M; o
M,” = Y ! ! " . (3.5.9.1.48)
S*E", if §,<0 = LHS" = LHS" -8, *E, /En
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n

{Sz *EY o, df $,>0 = R11s” :Rus,, +ME,,0S2

M, o2 = ) (3.5.9.1.49)
’ S,*E", if §,<0 = LHsﬂ = LHsﬂ —-S,*E" /En
. S,¥E!, i §,>0 = Ry =Ry, +M, g
M." = . ’ ’ ’ (3.5.9.1.50)
’ S, *E", if §,<0 = LHS,, = LHS,, -8, *E" /En

Equation (3.5.9.1.43) is then simplified as

ntl/2 n
AM+8_AEH +Q%_£(KYA
At ot ox Ox\

OE,
ox

OE, _g(KanEn

x  ox H”Hsn +A4R; (3.5.9.1.51)

j+LHS,,En = |:Q

Ox
Assign the true transport velocity Ve as follows.
AV,,.=0 (3.5.9.1.52)

Then equation (3.5.9.1.51) is simplified as

EYy"_—(EY . ©OE 0 OE 04 OE™ O OE ™
A—( ") Al ( ") + A I/"Wa—;—a(KXA ax”j—'—[LHS” +EJE" =|:Q—a; _E(K)(A_a; ]:|+RHS” +ARE” (3.5.9.1.53)

Equation (13.5.9.1.53) in the Lagrangian and Eulerian form is as follows.

n+l/2_ n
dE, _(E)T(E)" %, o (3.5.9.1.54)
dr At Ox
dE. 0 OF 04 GE™ 8 OE ™
A= K A= 4| L, +— |E =|0—=2———| K A== ||+R, + AR
dr 6x( ) 6xj (”S" ﬁt) " {Q ox Ox[ T ox ﬂ Hsn En (3.5.9.1.55)

First, solve equation (3.5.9.1.54) to obtain the Lagrangian values by particle tracking. Then, deal
with Eulerian equation (3.5.9.1.55) by finite element method.

Equation (3.5.9.1.55) written in a slightly different form is shown as follows.

dE
gr DHKEE =THR, (3.5.9.1.56)
T
where
1o(, OE
D=Lk 4%
A ax( " ] (3.5.9.1.57)
oA
(L”S” " 5] (3.5.9.1.58)
K=\ o)
4
R, + AR
R =—m—— (3.5.9.1.59)
4
1 aE im a aE im
T=—0————| KA—"—
A {Q ox Gx( “ o ﬂ (3.5.9.1.60)
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Equation (3.5.9.1.56) written in matrix form is then expressed as

]
AT

(B +w (D)W, {(KEn )*} W AT (T W R e, R,

{E n+l/2} W {Dn+l} +W1 [K"“]{En'”m} _

W) (3.5.9.1.61)

AT

where [K""'] is the diagonal matrix with K calculated at (n+1)-th time step as its components, the
diffusion term D expressed in term of E, and term T expressed in term of E," is solved by the

following procedure.
Approximate D by a linear combination of the base functions as follows.

D~D=Y"D,({)N,(x) (3.5.9.1.62)

J=1

According to equation (3.5.9.1.57), the integration of equation (3.5.9.1.62) can be written as

j N, ADdx = jNAzD (DN, (x)dx = j N (K AaaE jd (3.5.9.1.63)

X

X Rl

Integrating by parts, we obtain

g[[]}vNiAdex]Dj] i dN —— (K, A) E, “dv+ N K Ae&i . (3.5.9.1.64)
Approximate E, by a linear combination of the base functions as follows.
E,~E, = ZE (ON,(x) (3.5.9.1.65)
Equation (3.5.9.1.64) is further expressed as
,ZV;[U N, AN dx] ] —;HI djlv (K, A) / dx](E ), }N K Aai . (3.5.9.1.66)
Assign matrices [ A1 ] and [ 42 ] and load vector { B1} as following
Al = j N, AN dx (3.5.9.1.67)
42, = j il (K, A)—dx (3.5.9.1.68)
Bl ( N K Aaai l (3.5.9.1.69)
Equation (3.5.9.1.66) is expressed as
[A1]{D} ={A2]{E,} +{B1} (3.5.9.1.70)
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Lump matrix [41] into diagonal matrix and assign

OF, = 42,/ A1, (3.5.9.1.71)
OB1, =B1,/ Al, (3.5.9.1.72)

Then
(D} =-[QE1{E,} +{0B1} (3.5.9.1.73)

Approximate T by a linear combination of the base functions as follows.
T~T= _ZTj(t)Nj (x) (3.5.9.1.74)

According to equation (3.5.9.1.60), the integration of equation (3.5.9.1.74) can be written as

j N, ATdx = j N, AZT (N, (x)dx = j N, [Q 8E—x - %[KXA ag;w de (3.5.9.1.75)

R

Integrating by parts, we obtain

N a im a im
N,AN d. N, d ’K A—"—dx+ N ,K A—"—
> IH j xJ ] j Q + j v+ - i (3.5.9.1.76)
Approximate E,” by a linear combination of the base functions as follows.
: A N :
E"~E" =Y E,/"()N,(x) (3.5.9.1.77)
Jj=1
Equation (3.5.9.1.76) is further expressed as
N Xy Xy dN ) )
Z[{j N,AN dx} ] [{j NiQ—deJ(En““)j]
= =y dx
- (3.5.9.1.78)
N XN d im
+y delK A—dx [(E,)™), [+ N K, AL
=1 dx ox Bl
Assign matrices [43], and load vector {B2} as following
A3, = j N Qﬂdx 1.79
= Nog (3.5.9.1.79)
aE im
B2, =[-nN K A j (3.5.9.1.80)
ox ),
Assign
OT, = (A2, + 43,)/ A, (3.5.9.1.81)
OB2, = B2,/ Al, (3.5.9.1.82)

Equation (3.5.9.1.78) is expressed as
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{T}=1071{E," | +{0B2]
So that
{D}+{T} =-{QEN{E,} +[OT{E," | +{B]

where boundary term {B} is calculated as follows

B, =QBl,+0B2, = {nKXA a? J /Ali,
b

X

Dirichlet boundary condition

(E,"); = E,"(x,,0)

Enm :Enm(xbﬁl) = Bi = nNinA : Al“

where j is the interior node connected to the boundary node.
Variable boundary condition

When flow is coming in from outside (nQ < 0)

n[QEJ" K, aE—] =nQE,"(x,,1) = B =[nQE," —nQE," (x,.0) |/4l,
Toox

When Flow is going out from inside (nQ > 0)

aE”m B

—ndK, 0 = B=0
ox

i

Cauchy boundary condition

m

n[QEnm - 4K, ag; ]: O, (x,,1) = B = [nQEnm _QEn(xh’t)jl/Alii

Neumann boundary condition

-nAK °E,
ToOx

:QEn(xb’t) = Bi :_QEn(xb’t)

Equation (3.5.9.1.61) can be written as matrix equation as following

%{Ennmz} i VVI[QE"“]{EMHH/Z} +W, |:K;1+1]{Enn+1/2} _ VVI[QT"“]{(E""" )n+1/2}
v ’ ¥ * * n+l * il
= (e, o () (1) o (R o o ()
So that
[CMATRX{E,"""*} = {RLD}
where
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(3.5.9.1.83)

(3.5.9.1.84)

(3.5.9.1.85)

(3.5.9.1.86)

(3.5.9.1.87)

(3.5.9.1.88)

(3.5.9.1.89)

(3.5.9.1.90)

(3.5.9.1.91)

(3.5.9.1.92)



[CMATRX]="="+1, [OE™ 1+, K" |-w[oT™ -] (3.5.9.1.93)
WRED} = [i]r]{ SV WAKE,) e, (D7) {7} e (R 4w, (R o0 (B (3.5.9.1.94)

At junctions, if nQ > 0, flow is going from reach to the junction. Assign

{RLDW | ={RLD}+{nQE," | A1, } ~ W, {B""} - W, {[n[( A ag j /AIU”“} (3.5.9.1.95)

X

Equation (3.5.9.1.89) is modified as

[CMATRX{E,""?} + Flux/ Al, = {RLDW} (3.5.9.1.96)

If nQ <0, flow is going from junction to the reach, apply equation (3.5.7.1.57),

~ B (E”m)j _ (E”m)i
Flux, =n| Q(E,"), _KXAT (3.5.9.1.97)

So that junction concentration and flux can be solved by the matrix equation assembled with
equation (3.5.7.1.48), (3.5.9.1.96) and (3.5.9.1.97).

3.5.9.2 Mixed Predictor-corrector/Operator-Splitting Scheme

The continuity equation for kinetic-variables in advective form is shown as follows.

AaE”+a—AE”+Q8—"—i KYAaE” [(S +S,+8,+85, +S)—6—A}E'”
ot ot Ox ox\ ot

Ox (3.5.9.2.1)
=MEna5 +ME”r.v +ME”o.vl +MEnos2 +ME”is +ARE”
At (n+1)-th time step, equation (3.5.9.2.1) is approximated by
n+l m m
M E QaE 9 KYAaL +{(SS+SR+SI+S2+S,)—6—A}EH'”
At ot ox X ot (3.5.9.2.2)

_ as rs osl 0s2 is
=M+ M "M "+ M "+ M "+ AR,

According to Mixed Predictor-corrector/Operator-Splitting Scheme, equation (3.5.9.2.2) can be
separated into two equations as follows

myn+1/2 myn m m
AW+Z—‘?E;’Y +Q%—§[KXA%J+[(SS +S,+S5,+85,+S,)- a@‘ﬂE "
v * . (3.5.9.2.3)
— ME”as +ME”1'A' +ME”0A'1 +ME”us2 +ME”is + ARE”” _a_lj(E:;m)n
n+l myn+1/2 im\n
En [(En )At + (En ) ] — RE”)H-I _ RE”" _ a(gnA) (Ezrn)n-H a(gnA) (Erm )n (3.5.9.2.4)
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First, solve equation (3.5.9.2.3) and get (E,”)""'"*. Second, solve equation (3.5.9.2.4) together

with algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the
individual species concentration.

To solve equation (3.5.9.2.3), assign and calculate Rys, and Lys, the same as that in section (3.5.7.2).
Equation (3.5.9.2.3) is then simplified as
(E rn)n+l/2_(E m)n +6_A "

E™ 8 OE ™ 04
A= n E"+Q—r | K A—2 |+L, E" =R, +AR"—=2(E™Y"
At or " Q ox éx[ Y oox J B " az( ") (3:59:2.5)

Assign the true transport velocity V.. as follows.

Av,,.=0 (3.5.9.2.6)

Then equation (3.5.9.2.5) is simplified as

Em n+l/2 Em n aE m a aEm aA ., . aA .
A% + A I/truf a; _a[KXA a;_ j+ (LIIS” + 5) En = RIIS,, + ARE,, _E(En ) (3-5-9-2.7)

Equation (3.5.9.2.7) in the Lagrangian and Eulerian form is as follows.

dE"m _ (Enm)nH/Z _ (Enm)n n aEnm _

dr At " ox

0 (3.5.9.2.8)

dE" 0 OE," 04 1o m w04 pimyn
A d:— —a(KYA a_;j+(LIIS” +§)En = RIIS” + ARE” —E(En ) (3.5.9.2.9)

First, solve equation (3.5.9.2.8) to obtain the Lagrangian values by particle tracking. Then, deal with
Eulerian equation (3.5.9.2.9) by finite element method.

Equation (3.5.9.2.9) written in a slightly different form is shown as follows.

A piK*E" =R, (3.5.9.2.10)
T
where
10 OE "
D=—— K A—— D92,
A@x[ : 8xj (3.5.9.2.11)
o4
L -
( s, 6tj (3.5.9.2.12)
=

n aA im\n
RHS,, + ARE” - E(En )
R = y

(3.5.9.2.13)

Equation (3.5.9.2.10) written in matrix form is then expressed as
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W g oo [ () ) =

(3.5.9.2.14)
U m * * m * n+l *
M Y e ) o (kY o o
According to section 3.5.9.1,
{D} =-[QE){E,"} +{B} (3.5.9.2.15)
where /QF] and {B} are the same as those in section 3.5.9.1.
Equation (3.5.9.2.14) can be written as matrix equation as following
U w2 ] m\H2 - N
%{(En ) }WV][QE ]{(E” ) }+W][K }{(En ) /} (3.5.9.2.16)
U m\" m\" * n+l * ntl T
e I RA (A AT SV AVSS AT R RV
So that
[CMATRX]{(E”'" )"*“2} — (RLD} (3.5.9.2.17)
where
[CMATRX | = M+W][QE””]+W1 (K] (3.5.9.2.18)
At
(RLD} :M{(E " )} W, {(KE ’")*}+W (DY w (R W, (R, + 0, (B (3.5.9.2.19)
AT n 2 n 2 1 L 2 L 1
At junctions, if nQ > 0, flow is going from reach to the junction. Assign
(RLDW) = (RLD} + {nQE," | 41"\ ~W, {B""} W, {[nKxA agj / Al} (3:5.9.2.20)
X
Equation (3.5.9.1.17) is modified as
[CMATRX){(E,")"""*} + Flux/ A1, = {RLDW} (3.5.9.2.21)
If nQ < 0, flow is going from junction to the reach, apply equation (3.5.7.1.37),
Flue < " (E,"), —(E,)"),
ux, =n| Q(E,"), — K, A———— (3.5.9.2.22)

Ax

Junction concentration can be solved by the matrix equation assembled with equation (3.5.7.2.32),
(3.5.9.2.21) and (3.5.9.2.22).

3.5.9.3 Operator-Splitting

The continuity equation for kinetic-variables in advective form is shown as follows.
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aE”+6—AE +Q6i—i(KxA6E" J [(S +8,+5,+5, +S)—a—A} 1
X

ot ot " Ox Ox 3.5.9.3.1)
:ME”as +ME”rs +ME”031 +ME”os2 +ME”ts +AREﬂ
At n+1-th time step, equation (3.5.9.3.1) is approximated by
n+l n m
—(E) (£,) E QaE 9 KtAaE” [(S +85,+5,+S,+S,)- aA}E’”
At ot ox oxl X ot (3.5.9.3.2)

_ as rs osl 0s2 is
=M, +M "+ M "+ M "+ M "+ AR,

According to Operator-splitting scheme, equation (3.5.9.3.2) can be separated into two equations as
follows

myn+1/2 myn m m
AEDT BT g g% —E{KxAﬁE" j [(S +S,+5,+85, +S)—5—A}En

At ot ox  Ox Ox ot (3.5.9.3.3)
— ME”aA' +ME”rs +ME”t)sl +ME“0S2 +ME”1'A'
n+l n+1/2 im
(E ) [(E A)t + (E ) ] AREH n+l a(’;’ZA) (E;m )n+l (3.5'9.3.4)

First, solve equation (3.5.9.3.3) and get (E,”)""'"*. Second, solve equation (3.5.9.3.4) together

with algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the
individual species concentration.

To solve equation (3.5.9.3.3), assign and calculate Ry, and Lys, the same as that in section (3.5.8.1).
Equation (3.5.9.3.3) is then simplified as

Em n+]/2_ Em n aA ., aE m a aE m ”
4ED — (£,") + 0 _a[KXA . J+L”S E" =Ry (3.5.9.3.5)
Assign the true transport velocity Vi as follows.
AV,,.=0 (3.5.9.3.6)
Then equation (3.5.9.3.5) is simplified as
E m\n+1/2 _ E m\n 6 m 6 6E m aA ”
4ED _ ED) L ar = _5( K A= j+( Ly +EJE =Ry (3.5.9.3.7)

Equation (3.5.9.3.7) in the Lagrangian and Eulerian form is as follows.

m my\n+1/2 _ myn m
e (BT B, OB (3.5.9.3.8)
dr At Ox
dE" 0 OE ™ 04
A n__ 1K A n +| L +— |E"=R .70,
I Gx{ A5 j ( us, ¥, ) p 1, (3.5.9.3.9)

First, solve equation (3.5.9.3.8) to obtain the lagrangian values by particle tracking. Then, deal with
Eulerian equation (3.5.9.3.9) by finite element method.
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Equation (3.5.9.3.9) written in a slightly different form is shown as follows.

dE” m
dr

D= li K A OE,
A ox ox

(1 + %)
K=~ 0

~D+K*E" =R,

where

Equation (3.5.9.3.10) written in matrix form is then expressed as

(B oo [k () =
[v]

WU,y oo (ke o o (v,

According to section 3.5.9.1,
(D} =-{QE){E,"} +{B}
where [QF] and {B} are the same as those in section 3.5.9.1.

Equation (3.5.9.3.14) can be written as matrix equation as following

R (R R

v ) ’ * n+l * el
s R IR A (R AL AV S B AL AVl
So that
[CMATRX]{( E" )nﬂ/z} Ry

where
[U]

[CMATRX ] =—
AT

+ VVI[QEnﬂ] + VVI |:Kn+l:|
N A (o R A AR AL RO A TR R

At junctions, if nQ > 0, flow is going from reach to the junction. Assign

{RLDW} = {RLD}+{nQE," [ 41,""} - W, {B"" | - W, {[nKXA ag"m ] / All.l.””}

X

Equation (3.5.9.1.19) is modified as
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[CMATRX1{(E,")""} + Flux/ A1, = {RLDW} (3.5.9.3.21)

If nQ <0, flow is going from junction to the reach, apply equation (3.5.7.1.37),

(E,"), —(E"),

Flux, =n E™) —K A
i Q( n )x x Ax

(3.5.9.3.22)

Junction concentration can be solved by the matrix equation assembled with equation (3.5.7.3.32),
(3.5.9.3.21) and (3.5.9.3.22).

3.5.10 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Conservative Form of the Transport Equations for the Upstream Flux Boundaries to
Solve 1-D Kinetic Variable Transport

3.5.10.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.9.1, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.7.1.

3.5.10.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.9.2, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.7.2.

3.5.10.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.9.3, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.7.3.

3.5.11 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Advective Form of the Transport Equations for the Upstream Flux Boundaries to Solve
1-D Kinetic Variable Transport

3.5.11.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.9.1, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.8.1.
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3.5.11.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.5.9.2, and the matrix equation for junction and
upstream boundary nodes is obtained through the same procedure as that in section 3.5.8.2.

3.5.11.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.5.9.3, and the matrix equation for junction and upstream
boundary nodes is obtained through the same procedure as that in section 3.5.8.3

3.6 Solving Two-Dimensional Overland Water Quality Transport Equations

In this section, we present the numerical approaches employed to solve the governing equations of
reactive chemical transport. Ideally, one would like to use a numerical approach that is accurate,
efficient, and robust. Depending on the specific problem at hand, different numerical approaches
may be more suitable. For research applications, accuracy is a primary requirement, because one
does not want to distort physics due to numerical errors. On the other hand, for large field-scale
problems, efficiency and robustness are primary concerns as long as accuracy remains within the
bounds of uncertainty associated with model parameters. Thus, to provide accuracy for research
applications and efficiency and robustness for practical applications, three coupling strategies were
investigated to deal with reactive chemistry. They are: (1) a fully-implicit scheme, (2) a mixed
predictor-corrector/operator-splitting method, and (3) an operator-splitting method. For each time-
tep, we first solve the advective-dispersive transport equation with or without reaction terms,
kinetic-variable by kinetic-variable. We then solve the reactive chemical system node-by-node to
yield concentrations of all species.

Five numerical options are provided to solve the advective-dispersive transport equations: Option 1-
application of the Finite Element Method (FEM) to the conservative form of the transport equations,
Option 2 - application of the FEM to the advective form of the transport equations, Option 3 -
application of the modified Lagrangian-Eulerian (LE) approach to the Largrangian form of the
transport equations, Option 4 - LE approach for all interior nodes and downstream boundary nodes
with the FEM applied to the conservative form of the transport equations for the upstream flux
boundaries, and Option 5 - LE approach for all interior and downstream boundary nodes with the
FEM applied to the advective form of the transport equations for upstream flux boundaries.

3.6.1 Two-Dimensional Bed Sediment Balance Equation

At n+1-th time step, the continuity equation for 2-D bed sediment transport, equation (3.2.1), is
approximated as
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n+l n
M -M,

v ~W/(D," =R +W,(D,"—R,") (3.6.1.1)

So that
Mnn+l _ Mn” " VVI (D")H-l _ Rn"+l)At + VVz (Dn" _Rn”)At (3.6.1.2)

If the calculated M,"*' <0, assign M,""' =0, so that

Rnn+1 ~ (M”n _ M””H)/(VV]AZ‘) + VVZ (Dn" — Rn”)/VV] + anrl (3.6.1.3)

3.6.2 Application of the Finite Element Method to the Conservative Form of the Transport
Equations to Solve 2-D Suspended Sediment Transport

Recall the governing equation for 2-D suspended sediment transport, equation (2.6.10), as follows

n?

@ +V-(qS,) -V (K -VS,) =M + M, +R,~D, ne[L.N,] 3.6.2.1)

Assign and calculate the right hand side term Ry and left hand side term Ly as follows.

Assign L, =0 and R,;,=R —-D, then continuously calculate
(D If S50, Lyg=Lys—Ss, ELSE Ryg=Ry;s+S:*S7 (3.6.2.2)
(2): If 84 <0, Lyg=Lys—Sp, ELSE Ry =Rys+S*S;

where S is the concentration of the n-th fraction suspended sediment in the artificial source and

S"™ 1is the concentration of the n-th fraction suspended sediment in the rainfall source. Then
equation (3.6.2.1) is modified as

a(hs
7(6/) +V(qS,) =V (KK VS,)+ L, *S, = R, (3.6.2.3)

Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation: choose weighting function identical to base function. For Petriov-Galerkin method, apply

weighting function one-order higher than the base function to advection term. Integrate equation
(3.6.2.3) in the spatial dimensions over the entire region as follows.

[, {% ~V-(K-VS,)+ L5 * Sn} dR+[WY-(aS,) dR = [ N.R,; dR (3.6.2.4)
R R R

Further, we obtain

jN,% dR~[VW,-qS, dR+ [VN,(hK-VS,) dR+ [N, L,,s*S,dR
R R R R

(3.6.2.5)
=[N, R,sdR~[n-WgS, dB+[n-N,(hK-VS,) dB
R B

B

Approximate solution S, by a linear combination of the base functions as shown by equation
(3.6.2.6).
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N
S, =8, =28, (N (R) (3.6.2.6)
j=1

Substituting equation (3.6.2.6) into equation (3.6.2.5), we obtain
iﬂjm(%umw, dR—[VW,-qN, dR+[VN,-hK-VN, dR}Sni(t)}

J

ds,; (1) (3.6.2.7)
N . ¢t
+ lem NN, de—dt } = IRNiRHS dR - !n -(WqS, - N K -VS,)dB
Equation (3.6.2.7) can be written in matrix form as
[CMA TRXI]{%} +([O1]+[02]+[O3D1S,} = {SS} +{B} (3.6.2.8)

where the matrices [CMATRX1], [Q1], [Q2], [Q3] and load vectors {RLD}, and {B} are given by

CMATRX1, = {Nl.thdR (3.6.2.9)
o1, = lN,- (% + L5 )N dR (3.6.2.10)
02, = —lVW,- -qN dR (3.6.2.11)
03, =- £ VN, -hK-VN dR (3.6.2.12)
S8, = iN,-RHst (3.6.2.13)
B =- j n-(WqS, — N.hK -VS,)dB (3.6.2.14)
3

where all the integrations are evaluated with the corresponding time weighting values.

At n+1-th time step, equation (3.6.2.8) is approximated as

[CMATRX1] {Sn"“ _s" } +[CMATRX 2){W,S," + W,S,"} = {SS} + {B} (3.6.2.15)
where
[CMATRX 2] =[Q1]+[02]+[0Q3] (3.6.2.16)
So that
[CMATRX1{S,""'} = {RLD} + {OB} (3.6.2.17)
where
[CMATRX ] = @ +W,[CMATRX 2] (3.6.2.18)
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(RLD) :([CMATRXI] B
At

W,[CMA TRXZ]) {S."} +{SS} (3.6.2.19)

For interior nodes i, B; is zero, for boundary nodes i = b, B;is calculated according to the specified
boundary condition and shown as follows.

Dirichlet boundary condition

S, =8,(xy: Vys1) (3.6.2.20)

Variable boundary condition

< Case 1 > Flow is going in from outside (n*q < 0).

n-(qS, -#K-VS,)=n-qS,(x,,,,t) = B = —In -W4S,(x,,,,1)dB (3.6.2.21)
B

< Case 2 > Flow is going out from inside (n*q > 0).

-n-(hK-VS,)=0 = B =-[n-WgqS,dB (3.6.2.22)
B

Cauchy boundary condition

n-(qS, —hK-VS,) =0y, (x,,,,) = B = —I WO, (x,, yy,1)dB (3.6.2.23)
B

Neumann boundary condition

—n-(hK-VS,) =0, (x,,7,,1) = B =- j n-WqsS,dB + j NQ,, (x,,v,,1)dB (3.6.2.24)
B B

River/stream-overland interface boundary condition

n-(qS, —hK-VS,) = (n-q)%{[l+sign(n-q)]$n +[1-sign(n-q)]S,"(x,3,.)}
. (3.6.2.25)
= B = _.[Wf (n- q)E{[l +sign(n-q)]S, +[ 1-sign(n- q)]S}iD(xb,yb,t)}dB

3.6.3 Application of the Finite Element Method to the Advective Form of the Transport
Equations to Solve 2-D Suspended Sediment Transport

Conversion of the governing equation for 2-D suspended sediment transport, equation (2.6.10), to
advection form is expressed as
oS oh
ha_tmrq.vgn -V (hK-VS, )+ E+V-q S, =M +M,+R, -D, (3.6.3.1)

According to governing equation for 2-D water flow, equation (2.2.1), assign and calculate the right-
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hand side term Ry and left hand side term Lyg as follows.

Assign L, =S;+S,-S,+S, and R, =R —D, then continuously calculate
Dz If Sg=<0, Lyg=Lys—Ss, ELSE Ry =Ry +Ss*S7 (3.6.3.2)
2): If §;<0, Lyy=L,;s—Sz, ELSE R, =R,+S;*S"’

Then equation (3.6.3.1) is modified as

h%+q-VSn—V~(hK-VSn)+LHS*S =Ry (3.6.3.3)

n

Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation. Integrate equation (3.6.3.3) in the spatial dimensions over the entire region as follows.

.[N[ ~V-(hK-VS,)+ L, *S, }dm j Wq-VS,dR = j N.R,dR (3.6.3.4)

Further, we obtain

jNh +qu VSdR+jVN (hK - VS)dR+J.NLHS*SdR

(3.6.3.5)
= [ N.Ry5dR + j n-N,(hK-VS,) dB
R B

Approximate solution S, by a linear combination of the base functions as shown by equation
(3.6.3.6).

8,~8,=3.8,(ON,(R) (3.6.3.6)
Substituting equation (3.6.3.6) into equation (3.6.3.5), we obtain

i{jNLHSN dR+qu VN dR+jVN (hK-VN, )dR}S (z)}

J=1

(3.6.3.7)
+ ZH [ NN de 5, t(t)] [ NRydR+ [n-(N K -VS,)dB
Equation (3.6.3.7) can be written in matrix form as
[CMA TRXI]{ddi” } +([O1]+[02]+[03D1S, } = {SS} +{B} (3.6.3.8)

where the matrices [CMATRX1], [Q1], [Q2], [Q3] and load vectors {RLD}, and {B} are given by

CMATRX1, = [ N/iN dR (3.6.3.9)
R
Ol = [ N.L,N dR (3.6.3.10)
R
= [W.q-VN dR (3.6.3.11)
R
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03, =~[VN,-hK-VN dR (3.6.3.12)
R
SS; = [ N.RysdR (3.6.3.13)
R
B = j n-(NhK-VS, )dB (3.6.3.14)
B

where all the integrations are evaluated with the corresponding time weighting values.

At n+1-th time step, equation (3.6.3.8) is approximated as

[CMA TRXl]{S”M ;S"" } +[CMATRX 2 W,S,"" + W,S,"} = {SS} + (B} (3.63.15)

where
[CMATRX2]=[Q11+[02]+[03] (3.6.3.16)

So that

[CMATRX|{S,""} = {RLD} + {OB} (3.6.3.17)

where
[CMATRX | = % + W [CMATRX 2] (3.6.3.18)
(RLD} = ([CM/Z RX . oma TRXZ]) (S, + {SS} (3.6.3.19)

For interior nodes i, B; is zero, for boundary nodes 1 = b, B;is calculated according to the specified
boundary condition and shown as follows.
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Dirichlet boundary condition

S, =8,(x, 1) (3.6.3.20)

Variable boundary condition

< Case 1 > when flow is going in from outside (n*q < 0)

n-(qS, —hK-VS,)=n-qS,(x,,y,,t) = B = jn -NgS,dB - j n-NgS,(x,,v,.1)dB (3.6.3.21)
B B

< Case 2 > Flow is going out from inside (n*q > 0):

-n-(hK-VS,)=0 = B =0 (3.6.3.22)
Cauchy boundary condition
n-(¢S, —hK-VS,) =0, (x,,3,,0) = B/ = j Nn-qS,dB - J.N[QSn(xb, ,.1)dB (3.6.3.23)
B B
Neumann boundary condition
—n-(hK-VS,)=0,,(x,,7,,1) = B =— j NQ,, (x,,v,.1)dB (3.6.3.24)
B

River/stream-overland interface boundary condition

n-(qS, —hK-VS,)= (n-q)%{[l + sign(n-q)]Sn +[1 —Sign(n~q)]SiD(xb,yb,t)}
| (3.6.3.25)
= B =[Nn-qS,dB- N, (n'q)E{[l +sign(n-q)]S, +[1-sign(n-q) ]S} (x,.,.0)}dB

3.6.4 Application of the Modified Lagrangian-Eulerian Approach to the Largrangian Form
of the Transport Equations to Solve 2-D Suspended Sediment Transport

Recall governing equation for 2-D suspended sediment transport in advection form, equation
(3.6.3.1), as follows

h%m-vsn —V-(hK~VSn)+(%+V~qun =M +R,-D, (3.6.4.1)

Assign and calculate Rys and Lyg in the same way as that in section 3.6.3. Then equation (3.6.4.1) is
simplified as

h%“l'vsn—V'(hK'VSn)+LHs*Sn = Rys (3.6.4.2)

Equation (3.6.4.2) in the Lagrangian and Eulerian form is written as follows.
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In lagrangian step,

das oS oS
h—L=h—L+q-VS =0 => —2+v-VS =0 .6.4.
PRI B ot o (3.6.4.3)

where particle-tracking velocity v is the flow velocity.
In Eulerian step,
as
BV (BK V) + Ly *S, = Ry, (3.6.4.4)

where At is the tracking time, " corresponds to the previous time step value at the location where
node i is tracked through particle tracking in Lagrangian step.

Equation (3.6.4.4) written in a slightly different form is shown as

4 pik*s =R (3.6.4.5)
dr
where
1
D=~ V-(IK-VS,) (3.6.4.6)
L
K=te (3.6.4.7)
R
RL==18 (3.6.4.8)
Equation (3.6.4.5) written in matrix form is then expressed as
[ALT]{S”M}_WI (Dt [k s, =
(3.6.4.9)

%{S”*}+Wz{D*}—VV;{(KS”)*}+VI/I{RLM}JFW;{RL*}

where [K™] is a diagonal matrix with K calculated at n+1-th time step as its diagonal components..
The diffusion term D expressed in term of S, is solved by the following procedure.
Approximate D by a linear combination of the base functions as follows.

DxD= jﬁ:D/.(t)N/(R) (3.6.4.10)

where N is the number of nodes. According to equation (3.6.4.6), the integration of equation
(3.6.4.10) can be written as

N
jN,hDdR = j N} D(H)N (R)R = j N,V-(hK-VS )dR (3.6.4.11)
R R J=1 R
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Further, we obtain

i{UN,thdRJ *D]} =—[ VN (hK-VS,)dR+ [n-N (hK-VS,)dB (3.6.4.12)

J=HL\R

Approximate S, by a linear combination of the base functions as follows.
S ~8 = Zsm.(z)N,(R) (3.6.4.13)

Equation (3.6.4.12) is further expressed as

ﬁ:[[ | NihN,de *D/} = —iKJVN,(hK VN j)de *(S,) J} +[n-N,(iK-VS,)dB (3.6.4.14)

J=1 J=1

Assign matrices [QA] and [QD] and load vector {QB} as following.

04, = [ NN dR (3.6.4.15)
R
OD, = [ VN (hK -VN ))dR (3.6.4.16)
R
OB, =[n-N (hK-VS,)dB (3.6.4.17)
B

Equation (3.6.4.14) is expressed as
[041{D} =-[OD]{S, } +{0B} (3.6.4.18)

Lump matrix [QA] into diagonal matrix and update

0D, =0D, /04, (3.6.4.19)
B, =0B, /04, (3.6.4.20)

Then
{D}=-[0DI{S,} +{B} (3.6.4.21)

According to equation (3.6.4.21), Equation (3.6.4.9) can be modified as following

[CMATRX }{S,""'} = {RLD} (3.6.4.22)
where
[CMATRX | = i, wOD" 1+ W[ K™] (3.6.4.23)
AT
(RLD} = %{Sﬂ*}+ w,{D" -, {(KS”)*} +W R+ W, (RL Y+ W, (B™) (3.6.4.24)

For interior nodes, the boundary term {B} is zero. For boundary node i = b, {B} should be
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calculated as follows.

Dirichlet boundary condition

S, =8, (x,,y,.0) = B[:Jn-Ni(hK~VSn)dB/QAii
B

Variable boundary condition

< Case 1 > when flow is going in from outside (n*q < 0)

n-(qS, -hK-VS )=n-qS,(x,,y,.1)

= B :J.n.NiandB/Q‘Aii _J-n.Nian(xb:ybat)dB/QAii
B B

< Case 2 > Flow is going out from inside (n*q > 0):

-n-(hK-VS,)=0 = B =0

Cauchy boundary condition

n.(an _hK.VSn)=QSn(xl)7ybﬁt)
= B :IN:'n'andB/QAii _IN[QSn(xb»ybst)dB/QAii
B B

Neumann boundary condition

_n'(hK'VSn):QSn(xbrybrt) = Bi:_INiQSn(xb7yb7t)dB/QAii
B

River/stream-overland interface boundary condition

n-(gS,-hK-VS, )= (n-q)%{[l +sign(n-q)]Sn +[1 —sign(n-q)]SiD(xb,yb,t)}

= B = fN,n-andB/QAﬁ —J'N,.(n-q)%{[l-i—sign(mq)}b’” +[1—sign(n-q)]S;D(xb,yb,t)}dB/Q/L,.

At upstream flux boundary nodes, equation (3.6.4.9) cannot be applied because At equals zero.
Thus, we propose a modified LE approach in which the matrix equation for upstream boundary
nodes is obtained by explicitly applying the finite element method to the boundary conditions.

Applying FEM at the upstream variable boundary side, we get

J.N[n'(an _hK.VSn)dB:J-Nin.an(xb’yb’t)dB
B B

(3.6.4.25)

(3.6.4.26)

(3.6.4.27)

(3.6.4.28)

(3.6.4.29)

(3.6.4.30)

(3.6.4.31)

So that the following matrix equation can be assembled at the upstream variable boundary node

[OF 1S, } = [OB]{B}
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in which

OF, = [(N.n-qN,— N;n-hK - VN )dB (3.6.4.33)
B
OB, =[Nn-qN dB (3.6.4.34)
B
B =S (x,,¥,,0) (3.6.4.35)

Similarly, equation (3.6.2.32) can be applied to Cauchy boundary with [QB] and {B} defined
differently as

OB, = [N,N dB (3.6.4.36)
B

B, = Qg (X4, 14,1) (3.6.4.37)

Atupstream river/stream-overland interface boundary, [QB] is calculated by equation (3.6.2.34), and
{B} is defined as

Bi = SnlD(xb’ybit) (3.6.4.38)

3.6.5 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Conservative Form of the Transport Equations for the Upstream Flux Boundaries to
Solve 2-D Suspended Sediment Transport

For this option, the matrix equation for interior and downstream boundary nodes is obtained
through the same procedure as that in section 3.6.4, and the matrix equation for upstream
boundary nodes is obtained through the same procedure as that in section 3.6.2.

3.6.6 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Advective Form of the Transport Equations for the Upstream Flux Boundaries to Solve
2-D Suspended Sediment Transport

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.6.4, and the matrix equation for upstream boundary nodes is
obtained through the same procedure as that in section 3.6.3.

3.6.7 Application of the Finite Element Method to the Conservative Form of the Transport
Equations to Solve 2-D Kinetic Variable Transport
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3.6.7.1 Fully-implicit scheme
Recall the governing equation for 2-D kinetic variable transport, equation (2.6.46), as follows

PE, oh . ,
Wt T B, +VQE") =V (K VE) =M, . + M, + My, + IR, n e[l M= N,] (3.6.7.1.1)

At n+1-th time step, equation (3.6.7.1.1) is approximated by

n+l n
h(En) At (En) +%En +V'(qE”m)_v'(hK'VEnm):MEm +ME rs +ME“ +hREH (3.6.7.1.2)

where the superscripts n and n+1 represent the time step number. Terms without superscript should

be the corresponding average values calculated with time weighting factors W, and W,.

According to Fully-implicit scheme, equation (3.6.7.1.2) can be separated into two equations as
follows

n+l/2 n
h (E")T(E") + % E,+V-(@E,")~V-(iK-VE")=M, . + M, + M, +hR, (3.6.7.1.3)
n+l _ n+l/2
% 0 (3.6.7.1.4)

First, we express E," in terms of (E,"/E,) E, to make E,’s as primary dependent variables, so that
E,"""? can be solved through equation (3.6.7.1.3). Second, we solve equation (3.6.7.1.4) together
with algebraic equations for equilibrium reactions using BIOGEOCHEM to obtain all individual
species concentrations. Iteration between these two steps is needed because the new reaction terms
RA,™" and the equation coefficients in equation (3.6.7.1.3) need to be updated by the calculation
results of (3.6.7.1.4). To improve the standard SIA method, the nonlinear reaction terms are
approximated by the Newton-Raphson linearization.

To solve equation (3.6.7.1.3), assign

Ry=0 and L, =0 (3.6.7.1.5)

Then the right hand side Ry and left hand side Ly should be continuously calculated as following.

S*E, ., if Sg>0 = R, =Ry, + M. "
My =00 75 e (3.6.7.1.6)
Sk *Enm’ if Sp<0 = Lys, = Ly, =S
S¢*E, ., if Sg>0 = Ry, =Ry, + M. “,
My =170 7 e (3.6.7.1.7)
S *Enm’ if Sy<0 = Ly, =Ly, — S
) S, *E",, if ;>0 = Ry, =Ry, +M is
g =1 ! S (3.6.7.1.8)
S, *Enms if §;,20 = Ly, =Ly, -5,

Equation (3.6.7.1.3) is then simplified as:
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n+l/2 n
h W + %En +V(qE,") =V -(hK-VE,")+ L E" =Ry +hR,, (3.6.7.1.9)

Express E," in terms of (E," /E,) E," to make E,’s as primary dependent variables,

n+l/2 n m m
plE) —E) g (B g | vk -ElvE,
At E E

n

Em E”I &h
—V-{hK-[VE" JEH}{LHS - +E]EH:RHS+hREH

n

n

(3.6.7.1.10)

n

Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation. Integrate equation (3.6.7.1.10) in the spatial dimensions over the entire region as follows.

[, #e v ik Elve R+ [W,4V - aflp |-vm | vEZ|E |lar
R at En R En En

E" 0Oh
+ lzv | (LHS —t Ej EdR = ;[N,,(RHS +hR, )dR

(3.6.7.1.11)

Further, we obtain

m E m

o, EdR+ [VN,-| hK-=2-VE, |\dR+ [VW,-| K- vE|E |ar
R E R E

h 2 dr—[vw,
[w —-dR le q

R

EVV
E)’l

n n

E" oh
+ i N (LHS o Ej EdR = _I[N,.(RHS +hR, )dR (3.6.7.1.12)

—In-VV[qEE”m E”dB+_[n~(N,.hK-
B

B n

m
n

E”vE dB+[n-| WiK- vEL g |aB
E : E

n n

Approximate solution E, by a linear combination of the base functions as follows
n N
E,~E, =Y E(t)N,(R) (3.6.7.1.13)
j=1

Substituting Equation (3.6.7.1.13) into Equation (3.6.7.1.12), we obtain
e
Z-:‘ R E E" Oh
" +J-VNZ.~[hK-LVN}dR+_[N [LHSL+—JN.dR
o E ! X E, ot) "’

n

Nja’R+J'VW~{hK-[VE" ]N}m
R l E, !

n

E,; (1)

(3.6.7.1.14)

J=HL\R

+ ‘ZV:HJ‘NJ:N dej%] = ;[N,. (Rys + /R, )dR

EndB+jn-[NihK~EELVEanB+J‘n~{VKhK{V€; jEﬂ}dB
B B

n

—ln'VViqi_”m

n

n

Equation (3.6.7.1.14) can be written in matrix form as

OF,
ot

[CMATRXl]{ }+([Q1]+[Q2]+[Q3]+[Q4]){En}={SS}+{B} (3.6.7.1.15)

3-161



The matrices [CMATRX1], [Q1], [Q2], [Q3], [Q4], and load vectors {SS}, {B} are given by

CMATRX1, = [ NAN ,dR (3.6.7.1.16)
R
E m
01, == VW, -q=*=N ,dR (3.6.7.1.17)
R n
E m
02, =V, -{hK-[V 5 JN}}dR (3.6.7.1.18)
E m
03,=[VN, ~(hK~ - VijdR (3.6.7.1.19)
E" Jh
04, = i N | [L,,S A JdeR (3.6.7.1.20)
SS, = [ N, (Rys + ARy, )dR (3.6.7.1.21)
R
B :—jn-W.qE"m E dB+jn- NiK-ElyE dB+jn- wik-|vE_ g |aB (3.6.7.1.22)
i J i En n J i E" n A i E" n Ve /ele
Equation (3.6.7.1.15) is then simplified as
[CMATRX1] {%} +[CMATRX21{E, } ={SS} +{B} (3.6.7.1.23)
where
[CMATRX 2] = [01]+[02]+[03]+[04] (3.6.7.1.24)
Further,
({EnnH/Z} _ {Enn})
[CMATRX 1> ———————=+[CMA TRX2)(W{E,""*} + W,{E,"}) = {SS} +{B} (3.6.7.1.25)
So that
[CMATRX{E,""""} = {RLD} (3.6.7.1.26)
where
[CMATRX] = % W, *[CMATRX 2] (3.6.7.1.27)
{(RLD} = (@ —W,* [CMATRXz]j {E,"}+{s5}+{B} (3.6.7.1.28)

For interior nodes i, B; is zero, for boundary nodes i = b, B;is calculated according to the specified
boundary condition and shown as follows.

B, =—[n-WqE,"dB+[n-(N/iK-VE,")dB (3.6.7.1.29)
B B

Dirichlet boundary condition
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E" =E(x,,7,,0) (3.6.7.1.30)

Variable boundary condition

< Case 1 > when flow is going in from outside (n*q <0)

n.(qEn"’ —hK-VEnm):n-qEnm(Xb,yb,t) = Bi Z—IH-VVinnm(.}Cb,yb,t)dB (3.6.7.1.31)
B

< Case 2 > Flow is going out from inside (n*q > 0):

-n:(hK-VE")=0 = B =-[n-WgE,"dB (3.6.7.1.32)
B

Cauchy boundary condition

n-(qE,” - hK-VE,")=0, " (x,.y,.1) = B = —j WOp," (x,,y,,1)dB (3.6.7.1.33)
B

Neumann boundary condition

-n- (hK : VEnm) =0;" (%, y,,0) = B, = —I“ -WaE,dB —ijQEn”'(xb,yb,t)dB (3.6.7.1.34)
B B

River/stream-overland interface boundary condition

n- (qEn'” -hK- VEW”’) =(n- q)%{[l +sign(n- q)JEn’” + [1 —sign(n- q)J(EiD )m (xb,yb,t)}
X ) (3.6.7.1.35)
= B = —J-Wl. (n.q)E{[l +sign(n-q)]E”’” +[l —sign(n-q)](Ef]D) (xb,yb,t)}dB

Note: In the equation (3.6.7.1.18), assign

3.6.7.2 Mixed Predictor-corrector/Operator-splitting scheme

Recall the governing equation for 2-D kinetic variable transport at n+1-th time step, equation
(3.6.7.1.2), as follows

n+l n
WE) (B ah

" BtV E") =V UK VE") =M, + M, + M, +hR,, (3.6.7.2.1)

According to mixed Predictor-corrector/Operator-splitting scheme, equation (3.6.7.2.1) can be
separated into two equations as follows
(E m)rH—l/Z_(E m)n 8h

h=2 Lo +—E"+V-(QE,")-V-(hK-VE") =
& P (QE,") =V ( )

o (3.6.7.2.2)
My +M, M, +h(Ry ) - SHERY
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Enn+1 _ [(Enm )n+l/2 + (Enim )n]
At

Gﬁn(h) c’%n(h)

(Elm )n+l

=hR, " ~h(R, )" B0 Emy (3.6.7.2.3)
First, solve equation (3.6.7.2.2) and get (E,™)™"". Second, solve equation (3.6.7.2.3) together with
algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the individual
species concentration.

Assign and calculate the right hand side Ryg and left hand side Lys the same as that in section
3.6.7.1, equation (3.6.7.2.2) is then simplified as:

h (Enm)n-#l/z _ (Enm )n
At

h n Oh .
+V-(qE,")~V-(hK -VE,")+ (L + Z—j E" =Ry +h(R,) - %(E,’,’")” (3.6.7.2.4)

Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation. Integrate equation (3.6.7.2.4) in the spatial dimensions over the entire region as follows

J'N {h” agt'" V- (hK-VE," )}dR + WV (aE," )dR
R

o o (3.6.7.2.5)
+ JI;N[ (LHS + 5) E"dR = { N, (RHS +hR," =B}’ j dR
Further, we obtain
OE" m . Oh\ . w
_}[Niha—dR—J'VWi -qE, dR+jVN, (hK -VE, )dR+jN (L +5j "dR
(3.6.7.2.6)
L (RHS +hR," ——(E"" ”]dR jn WqE, '"dB+j (NK-VE,")dB
R
Approximate solution E," by a linear combination of the base functions as follows
Em~E"= ZEK,"*(t)N_/(R) (3.6.7.2.7)
Substituting Equation (3.6.7.2.7) into Equation (3.6.7.2.6), we obtain
ﬁ: —jVW. -gN ,dR+ [VN,-(hK-VN,)dR+ [N, [L +%jN dR |E, " (1)
= i J a i J . i HS ot J nj
+ EV:HjNh N dR] OF, (l)} =[N, [RHS +hR," —%(E;‘,m)"jdzz (3.6.7.2.8)
—j -WqE, ”’dB+j (NK-VE,")dB
Equation (3.6.7.2.8) can be written in matrix form as
aE m
[CMATRXI]{ } ([011+103]+[Q41){E,"} = {SS} +{B} (3.6.7.2.9)

The matrices [CMATRX1], [Q1], [Q3], [Q4], and load vectors {SS}, {B} are given by
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CMATRX1, = [ NN dR (3.6.7.2.10)
R

01, = —lVW,- -qN ,dR (3.6.7.2.11)
03, = lVNI- (hK-VN, )dR (3.6.7.2.12)
04, =[N (LHS +%)N‘/dR (3.6.7.2.13)
o
ss, =[N, (RHS +hR," - %(E,’;’”)”de (3.6.7.2.14)
3
B = —jn WQE,"dB + jn (NJiK -VE,")dB (3.6.7.2.15)
3 3

Equation (3.6.7.2.9) is then simplified as

[CMA TRXl]{%} +[CMATRX2){E, } ={SS}+{B} (3.6.7.2.16)
where
[CMATRX2]=[Q1]+[03]+[04] (3.6.7.2.17)
Further,
CMATRY] [{(E"Y A} —{(E,")'}]
t (3.6.7.2.18)
HCMATRX 21[W,{(E,")""*} + W, {(E,")"} | = {55} + {B}
So that
[CMATRX1{(E,")"""*| = {RLD} (3.6.7.2.19)
where
[CMATRX | = %Z;RX” + W, *[CMATRX 2] (3.6.7.2.20)
{RLD} = (% —W,* [CMATRXZ]] {(E,")"}+{SS}+{B} (3.6.7.2.21)

For interior nodes 1, B; is zero, for boundary nodes i = b, B;is the same as that in section 3.6.7.1.
3.6.7.3 Operator-splitting scheme

Recall the governing equation for 2-D kinetic variable transport at n+1-th time step, equation
(3.6.7.1.2), as follows
E)" —(E,)" oh

h—( . +

- S E AV QES) -V (iK-VE") =M, . + M, + M, + IR, (3.6.7.3.1)

According to Operator-splitting scheme, equation (3.6.7.3.1) can be separated into two equations as
follows
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(E M))1+1/2_(E m)n ah

h~—n " +—FE"+V-(qE")-V-(hK-VE"Y=M ,+M . +M 3.6.7.3.2
A7 o btV @E) -V ( =M MM ( )

n+l myn+1/2 im\n )
(E,,) [(E,, A)t +(E” ) ] _ hRE”nH _ afai;lh (E;,,,),,H (3.6.7.3.3)

First, solve equation (3.6.7.3.2) and get (E,™)™"2. Second, solve equation (3.6.7.3.3) together with
algebraic equations for equilibrium reactions using BIOGEOCHEM scheme to obtain the individual
species concentration.

Equation (3.6.7.3.2) can be solved through the same procedure as that in section 3.6.7.2, except for
the load vectors {SS}, which is calculated by the following equation.

M,
SS, =Y [ NRysdR (3.6.7.3.4)

e=l R,

3.6.8 Application of the Finite Element Method to the Advective Form of the Transport
Equations to Solve 2-D Kinetic Variable Transport

3.6.8.1 Fully-implicit scheme

Conversion of the equation for 2-D kinetic variable transport Fully-implicit scheme transport step,
equation (3.6.7.1.3), to advection form is expressed as

n+l/2 n
hu+‘2—hlsn +q-VE," -V-(hKK-VE,")+(V-q)E," =
t

At (3.6.8.1.1)
M, . +M, . +M_. +hR,
where 0h/0t+V-q=S,+S, +S, according to governing equation for 2-D flow.
To solve equation (3.6.8.1.1), assign
Ry =0 and L, =S,+S,+S,—0h/ot (3.6.8.1.2)

Then the right hand side Ryys and left hand side Lyg should be continuously calculated the same as
that in section 3.6.7.1. Equation (3.6.8.1.1) is then simplified as:

h%+%Eﬂ +q-VE" =V -(hK-VE")+ L E" =R,s +hR,, (3.6.8.1.3)

Express E," in terms of (E," /E,) E," to make E,’s as primary dependent variables,

haﬂm-v[E" E”j—V(hK'E” VEn]
E E

ot

n

E" E" oh
—V{hK-[VE—”IJEH}L(LHS B +EjEn =R,S+hR,

n

n

(3.6.8.1.4)

n
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Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation. Integrate equation (3.6.8.1.4) in the spatial dimensions over the entire region as follows.

[N, #e v ik Elvg dR+jm q-v|Elg |—v |k [ vEL |E |Lar
) ot E, E, E,

+[N,,[LHS€5 aahJEdR [N (Rys +hR,, )dR
R n

(3.6.8.1.5)

Further, we obtain

jNh v dR - jW VEE—EdR+J.VN( %VEnde

+jvw, -{hx(v%]a}dmjm [LH é +%}E dR (3.6.8.1.6)
R n R n

:J'Ni(RHS+hRE”)dR+J' [NhK E" VE Jd3+jn.{mh1<.{v%]5n}d3
R n B

n

Approximate solution E, by a linear combination of the base functions as follows

E,~E, = jﬁ;En,-(t)Nj(R) (3.6.8.1.7)
Substituting Equation (3.6.8.1.7) into Equation (3.6.8.1.6), we obtain
E];jijdeJrjvm -{hK-(VEE—”ijj}dR

VN, de+'[N[ HSEE +g—thdR

[wa- EE VdeR+jWiq-(v
R

N
PRI

_ E,()
- + j VN, - [hK E’

n

. (3.6.8.1.8)
+;HJNhN dRJ gt(t)} = jN,-(RHS +hRE“)dR
VE, de+j {WJ:K{V E"ijn}dB
E

j (NhK ﬂ

Equation (3.6.8.1.8) can be written in matrix form as

n

[CMATRXl]{aE} ([011+[02]+[03]+[Q4]+[OS){E, | ={SS} + { B} (3.6.8.1.9)

The matrices [CMATRX1], [Q1], [Q2], [Q3], [Q4], [Q5], and load vectors {SS}, {B} are given by

CMATRX1, = [ N/iN ;dR (3.6.8.1.10)
Enm

Ol, = [Wq-——=VN dR (3.6.8.1.11)
R n

3-167



E"
02, = j wWq- [ jN dR (3.6.8.1.12)
E m
03,=[vw, -{hK(VELjN/}dR (3.6.8.1.13)
R n
E m
04, =| VN,.-(hK-E" VN/]dR (3.6.8.1.14)
R n
E" oh
0s,=[N, [LHS +—JN dR (3.6.8.1.15)
) E, 0
SS; :_[N <R115+hR )dR (3.6.8.1.16)
R

E m
- jEn}dB (3.6.8.1.17)

B,.:In~[,. i anB+In-{WihK~(V
B n B

Equation (3.6.8.1.9) is then simplified as

[CMATRXl]{eaEt } [CMATRX2){E,} = {SS}+{B} (3.6.8.1.18)
where
[CMATRX 2] =[Q1]+[Q2]+[Q3]+[04]+[05] (3.6.8.1.19)
Further,
[CMA TMl]w +[CMATRX 2)(WAE,""*} + W,{E,"}) = {SS} +{B} (3.6.8.1.20)
So that
[CMATRX1{E,""”} = {RLD} (3.6.8.1.21)
where
[CMATRX ] = %ZRX” + W, *[CMATRX 2] (3.6.8.1.22)
{RLD} = (@— Wz*[CMATRXZ]j{En"} +{SS}+{B} (3.6.8.1.23)

For interior nodes 1, B; is zero, for boundary nodes i = b, B is calculated according to the specified
boundary condition and shown as follows.

B = j NJK-VE,")dB (3.6.8.1.24)

Dirichlet boundary condition

E" =E,(x,,9,,0) (3.6.8.1.25)

Variable boundary condition
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< Case 1 > when flow is going in from outside (n*q < 0)

n-(qE," —hK-VE,")=n-qE,"(x,,y,.t) = B,=[n-NgE/dB~[n-NgE/ (x,,)dB (3.6.8.1.26)
B B

< Case 2 > Flow is going out from inside (n*q > 0):

—n-(hK-VE,")=0 = B/ =0 (3.6.8.1.27)
Cauchy boundary condition
n- (qEnm —hK 'VEnm) =0"(x,, 751) = B = J.N,n "qE,"dB _J.NiQEnm(xbaybat)dB (3.6.8.1.28)
B B
Neumann boundary condition
—n-(hK-VE,")= 0, (x,,y,,t) = B, = —I N.Qy," (x,,,,1)dB (3.6.8.1.29)
B

River/stream-overland interface boundary condition

n~(qEn'” —-hK- VEH'”) = (n~q)%{|:l +sign(n~q):|En”’ +[1 —sign(n-q)](E;D )m (xb,yb,t)} =

: (3.6.8.1.30)

B = J.N,.n-qEn”’dB—-[Ni (n~q)5{[1+sign(n.q)]E””’ +[1-sign(n-q)](E") (xb,yb,t)}db’
B B

3.6.8.2 Mixed Predictor-corrector/Operator-splitting scheme

Conversion of the equation for 2-D kinetic variable transport mixed Predictor-corrector/Operator-
splitting scheme transport step, equation (3.6.7.2.3), to advection form is expressed as

n+1/2 _ m
il B G g VE V(K- VE)+(V-q)E," -

oh (3.6.8.2.1)
M, +M, . +M,, + hR, " - m (E")"

where 0h/dt+V-q=S8,+S, +S, according to governing equation for 2-D flow.

To solve equation (3.6.8.2.1), assign the right hand side Ryg and left hand side Lyg the same as that
in section 3.6.8.1. Equation (3.6.8.2.1) is then simplified as:

g ag: + % E»:n +q- VEnm -V-(hK- VEnm) + LHSEnm = RHS + hRE,,n h %(E;m )n (3°6’8'2'2)

Use Galerkin or Petrov-Galerkin finite-element method for the spatial descretization of transport
equation. Integrate equation (3.6.8.2.4) in the spatial dimensions over the entire region as follows.
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J’N {h 2 —V.(hK-VE," )}dR + j Wq-VE,"dR
R R

(3.6.8.2.3)
+ [N, (LHS + a—hJEde =[N, (RHS +hR," —a—h(E;"")"de
) ot ) "
Further, we obtain
jNh %E” iR - qu VE”’dR+IVN (hK-VE,") dR+jN [L +a—h) E,"dR
at ot
(3.6.8.2.4)
j (R +hR,, ——(E "y de+j (N.hK -VE,")dB
Approximate solution E,™ by a linear combination of the base functions as follows
~E " Z S (ON,(R) (3.6.8.2.5)
Substituting Equation (3.6.8.2.5) into Equation (3.6.8.2.4), we obtain
ﬁ:{qu VN dR+[VN (hK-VN)) dR+jN[ Zhjzv dR}E (t)}
- - (3.6.8.2.6)
! n ah im\n m
+ZH£NithdRJ } By (RHS +hR " == (E)") de+J;n-(NihK-VE" )dB
Equation (3.6.8.2.6) can be written in matrix form as
[CMATRXI]{aE } ([011+[041+[OS1){E, } ={SS} +{B} (3.6.8.2.7)

The matrices [CMATRX1], [Q1], [Q4], [Q5], and load vectors {SS}, {B} are given by

CMATRX1, = [ NN ,dR (3.6.8.2.8)
o1, = { Wa-VN ;dR (3.6.8.2.9)
04, = £ VN,-(hK-VN )dR (3.6.8.2.10)
05, = £ N[[ s Zth dR (3.6.8.2.11)
l (RHg+hR ”——(E )) (3.6.8.2.12)
B =[n-(N}K-VE,)dB (3.6.8.2.13)

B

Equation (3.6.8.2.7) is then simplified as
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[CMATRX1] {%} +[CMATRX2]{E, } = {SS} + (B} (3.6.8.2.14)
where
[CMATRX 2] =[01]+[04]+[05] (3.6.8.2.15)
Further,
[CMATRXl]({E”nA}—t_{E"n}) + [CMATRXZ](WI (E"" Y+ W,{E" }) ={SS}+{B} (3.6.8.2.16)
So that
[CMATRX1{E,""} = {RLD} (3.6.8.2.17)
where
[CMATRX | = % + W, *[CMATRX 2] (3.6.8.2.18)
{(RLD} = (% —W, * [CMATRXZ]}{En”}+ {88} +{B} (3.6.8.2.19)

For interior nodes i, B; is zero, for boundary nodes i = b, Bj s calculated according to the specified
boundary condition calculated the same as that in section 3.6.8.1.

3.6.8.3 Operator-splitting scheme

Conversion of the equation for 2-D kinetic variable transport operator spitting scheme transport step,
equation (3.6.7.3.3), to advection form is expressed as

(Enm)nH/Z _(E”m)n ah

h v +§E:’ +q-VE," -V-(hK-VE")+(V-qQ)E," =M _,+M, . +M_, (3.6.8.3.1)

where 0h/0t+V-q=S;+S,+S, according to governing equation for 2-D flow.

Equation (3.6.8.3.1) can be solved through the same procedure as that in section 3.6.8.2, except for
the load vectors {SS}, which is calculated by the following equation.

M,
SS, = [ NRsdR (3.6.8.3.2)

e=1 R,

3.6.9 Application of the Modified Lagrangian-Eulerian Approach to the Largrangian Form
of the Transport Equations to Solve 2-D Kinetic Variable Transport

3.6.9.1 Fully-implicit scheme

Recall the equation for 2-D kinetic variable transport Fully-implicit scheme transport step in
advection form, equation (3.6.8.1.1), as follows

n+l/2 n
(E)""=(E,y  oh

h - B U VE =V UK VE") +(V-Q)E," =M, + M, + M, +hR;  (3.69.11)
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Express E,," in terms of (E,,"/E,)E, or En-Enim to make E,’s as primary dependent variables, equation
(3.6.9.1.1) is modified as

no O g G VE -V-(hK-VE,)+(V-q)EE,
or ot E, (3.6.9.1.2)

=q-VE" ~V-(hK-VE" )M, . +M_,+M_, +hR,

To solve equation (3.6.9.1.2), assign
Ry =0 and L, =(Sg+S,+S,-0h/ot)E,"|E, (3.6.9.1.3)

Then the right hand side Rysand left hand side Lys should be continuously calculated as following.

Sy*E,., if Sg>0 = Ry, =Ry +M,"
M. = R n if R HS HS E, (3.6.9.1.4)
SR*Enm’ ifSRSO = LHSn:LHSn_SR
S*E,., if S;>0 = Ry, =Ry, + M, ",
ME,,M _J)os T if' S HS HS E, (3.6.9.1.5)
Ss *Enm’ if Ss <0 = LHSn = LHSn _Ss
(S,*E",, if S,>0 = R, =R, +M,"
g =1 ! T (3.6.9.1.6)
S[ *Enms if S1 <0 = LHSn :LHSn _S1
Equation (3.6.8.1.1) is then simplified as:
aE 6h im im
b+ =B, + Q- VE, =V -(hK-VE,)+ LsE, =q-VE, ~V-(hK-VE," )+ Ry +hR,, (3.6.9.1.7)
Assign the true transport velocity vy, as follows
hv,.=q (3.6.9.1.8)

Equation (3.6.9.1.7) in the Lagrangian and Eulerian form is written as follows. In Lagrangian step,

dE OE dE OF
h—r=h—24q-VE =0 => —r=""rn4y .VE =0 3.6.9.1.9
dT 61 q n dT at true n ( )
In Eulerian step,
h%—V(hKVEM) +(LHS +%)Eﬂ =q-VE," ~V-(hK-VE," )+ Ry + hR, (3.6.9.1.10)
- A

Equation (3.6.9.1.10) written in a slightly different form is shown as

dE
—2-D+KE,=T+R, (3.6.9.1.11)
T
where
1
D=-V-(iK-VE,) (3.6.9.1.12)
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L +%
K- " o (3.6.9.1.13)

h
R +hR,
Ry == (3.6.9.1.14)
= %[q-VE”"m -V (hK-VE,")] (3.6.9.1.15)
According to section 3.6.4,
[A1]{D} =—[A2]{E,}+{Bl} (3.6.9.1.16)
where
Al = [ NAN dR (3.6.9.1.17)
42, = [VN (hK-VN ))dR (3.6.9.1.18)
Bl, = [nN (WK -VE,)dB (3.6.9.1.19)
B
Lump matrix [A1] into diagonal matrix and assign
OF, =42,/ A1, (3.6.9.1.20)
OB, = Bl./ Al, (3.6.9.1.21)
Then
{D} ={D1}+{0B1} (3.6.9.1.22)
where
(D1} =—[QE{E,} (3.6.9.1.23)
Approximate T by a linear combination of the base functions as follows:
T~7=YT(tN,(R) (3.6.9.1.24)
=

According to equation (3.6.9.1.24), the integration of equation (3.6.9.1.15) can be written as
[N ,hTaR = | N,hZA_/;Tj(t)Nj(R)dR = [N,|a-VE," V- (hK-VE,")]dR (3.6.9.1.25)
Further, we obtain
i{[J'N,.hN/dRJT/:l = jN,.q-VE;’”dR +IVN[ (kK -VE,")dR ‘I“'Nf (hK -VE,")dB (3.6.9.1.26)

Approximate E,™ by a linear combination of the base functions as follows:

3-173



N
E"™~E" =Y E™()N,(R) (3.6.9.1.27)
Jj=1

Equation (3.6.9.1.26) is further expressed as

i{[}[NithdRJT]} = i{[}[N[q : VdeRj(En"”)]}

J=1 J=1

i (3.6.9.1.28)
+]§;K l VN, -(hK - VNk/.)dRJ(Eﬂ"”’ )_/}— i n-N,(hK-VE,")dB
Assign matrices [A3], and load vector {B2} as following
a3, = lN /4-VN dR (3.6.9.1.29)
B2,=- £ n-N,(hK-VE,")dB (3.6.9.1.30)
Assign
OT, = (A2, + 43,)/ A1, (3.6.9.1.31)
OB2,=B2,/ Al (3.6.9.1.32)
Equation (3.6.9.1.28) is expressed as
{T}=1{T1}+{0B2} (3.6.9.1.33)
where
{1} =[OT{E,"} (3.6.9.1.34)
So that equation (3.6.9.1.11) is then expressed as
%—Dl +KE,=T1+R, +B (3.6.9.1.35)

where B=B1+B2. For boundary node i = b, the boundary term {B} should be calculated as follows.

For Dirichlet boundary condition

Enm = Enm (xb,yb,t) = Bi = In . Ni (l’lK . vEnm)dB/Alii (3-6.9.1.36)

B

Variable boundary condition

< Case 1 > when flow is going in from outside (n*q < 0)
n-(qE," —hK-VE,")=n-qE," (x,,,.1) =

B =[nN,-qE,"dB /Alil. ~ [nN,-qE," (x,,¥,,1)dB /Al,,l. (3.6.9.1.37)
B B

< Case 2 > Flow is going out from inside (n*q > 0):
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—n-[AK-VE,"(x,.,.)|=0 = B,=0 (3.6.9.1.38)

Cauchy boundary condition

n-[qE,"(x,,7,,0) = HK-VE," (x,,3,,0) | = 4,(1)
= B=[N,[n-qE (x,,5,,0)~q,(1)]dB /QA“-
B

(3.6.9.1.39)
= i{[] Nn. qudBjEm.”’(t)} /QA,.I. —U N,.dB]B /QAﬁ
Neumann boundary condition
—n |:hK : VEnm(xb’ yb’t):| =q,(t) = B = _INiqb(t)dB/QAii = _[I N,.dBjB/QAﬁ (3.6.9.1.40)
River/stream-overland interface boundary condition
n-[qE,"(x,,7,,0) = hK-VE," (x,, 3,,0) | = 4,(h, (1)) =
B, =|N,|n-qE,"(x,,¥,,1) — q,(h,(2) |dB Q4
£ [ ] / (3.6.9.1.41)

- im Nn-gN /.dBJEW.”’(t)} /QAH —U N[dB]B /QAH

Equation (3.6.9.1.35) written in matrix form is then expressed as

W (g 1~ 18,}) - Dy W DUy + W {K) UNE, )+, (K'Y [UNE, )
At (3.6.9.1.42)
=W {T1}+ Wy {T1"}+ W, {RLY+ W, {RL |+ W, {B} +W,{B"}

At upstream flux boundary nodes, equation (3.6.9.1.42) cannot be applied because At equals zero.
Thus, we propose a modified LE approach in which the matrix equation for upstream boundary
nodes is obtained by explicitly applying the finite element method to the boundary conditions. For
example, at the upstream variable boundary

[Nn-(gE," —hK -VE,"dB = [ Nn-qgE," (x,,y,,1)dB (3.6.9.1.43)
B B

So that the following matrix equation can be assembled at the boundary nodes

[OF{E,"} =[OB]{B} (3.6.9.1.44)
in which

QF, = [(Nn-gN,~Nn-hK-VN )dB (3.6.9.1.45)
B
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0B, = J' Nn-qN dB (3.6.9.1.46)
B

B, =E,"(x,,,,1) (3.6.9.1.47)

3.6.9.2 Mixed Predictor-corrector/Operator-splitting scheme

Recall the simplified equation for 2-D kinetic variable transport mixed Predictor-corrector/Operator-
splitting scheme transport step in advection form, equation (3.6.8.2.2), as follows

ha%Jr q-VE" -V-(hK-VE,")+ (LHS + %) E" =R, +hR," —g—h(E;"”)" (3.6.9.2.1)
t ! t

Assign the true transport velocity vy, as follows
h,.=q=Wq"" +W,q" (3.6.9.2.2)

Equation (3.6.9.2.1) in the Lagrangian and Eulerian form is written as follows. In lagrangian step,

p9EL _p OB L gvEr -0 = Ly vE"-0 (3.6.9.2.3)
dr ot ot
In Eulerian step,
dE " oh oh ,
h=—=r—V.(hK-VE,™)+| Lys+— |E," = R,s +hR, " ——(E™Y’ (3.6.9.2.4)
dr ot " Ot

Equation (3.6.9.3.4) written in a slightly different form is shown as

9E” ik E"=R, (3.6.9.2.5)
dr
where
D= %v -(hK-VE,") (3.6.9.2.6)
Oh
Ly +—j
‘- ( ot (3.6.9.2.7)
h
n ah im\n
_ Rus +hRy == (E) (3.6.9.2.8)
=
h
Equation (3.6.9.2.5) written in matrix form is then expressed as
U m m* * m * m*
[A—]({En }—{E,"}) = W,{D} - W, (D"} + W, {K}' [UHE,"} + W, {K'} [UI{E,™}
r (3.6.9.2.9)

=W {RL} +Wz {(RL)*}
Same as that in section 3.6.9.1,
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{D}=-[OD|{E,"}+{0B} (3.6.9.2.10)

At upstream flux boundary nodes, equation (3.6.9.2.9) cannot be applied because At equals zero.
Thus, we propose a modified LE approach in which the matrix equation for upstream boundary
nodes is obtained by explicitly applying the finite element method to the boundary conditions.

3.6.9.3 Operator-splitting scheme
Equation (3.6.8.3.2) can be solved through the same procedure as that in section 3.6.9.2, except that

R
Ry ==t (3.6.9.3.1)

3.6.10 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Conservative Form of the Transport Equations for the Upstream Flux Boundaries to
Solve 2-D Kinetic Variable Transport

3.6.10.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.6.9.1, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.7.1.

3.6.10.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.6.9.2, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.7.2.

3.6.10.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained through

the same procedure as that in section 3.6.9.3, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.7.3.

3.6.11 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Advective Form of the Transport Equations for the Upstream Flux Boundaries to Solve
2-D Kinetic Variable Transport

3.6.11.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
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the same procedure as that in section 3.6.9.1, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.8.1.

3.6.11.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.6.9.2, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.8.2.

3.6.11.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.6.9.3, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.6.8.3.

3.7 Solving Three-Dimensional Subsurface Water Quality Transport Equations

In this section, we present the numerical approaches employed to solve the governing equations of
reactive chemical transport. Ideally, one would like to use a numerical approach that is accurate,
efficient, and robust. Depending on the specific problem at hand, different numerical approaches
may be more suitable. For research applications, accuracy is a primary requirement, because one
does not want to distort physics due to numerical errors. On the other hand, for large field-scale
problems, efficiency and robustness are primary concerns as long as accuracy remains within the
bounds of uncertainty associated with model parameters. Thus, to provide accuracy for research
applications and efficiency and robustness for practical applications, three coupling strategies were
investigated to deal with reactive chemistry. They are: (1) a fully-implicit scheme, (2) a mixed
predictor-corrector/operator-splitting method, and (3) an operator-splitting method. For each time-
step, we first solve the advective-dispersive transport equation with or without reaction terms,
kinetic-variable by kinetic-variable. We then solve the reactive chemical system node-by-node to
yield concentrations of all species.

Five numerical options are provided to solve the advective-dispersive transport equations: Option 1-
application of the Finite Element Method (FEM) to the conservative form of the transport equations,
Option 2 - application of the FEM to the advective form of the transport equations, Option 3 -
application of the modified Lagrangian-Eulerian (LE) approach to the Largrangian form of the
transport equations, Option 4 - LE approach for all interior nodes and downstream boundary nodes
with the FEM applied to the conservative form of the transport equations for the upstream flux
boundaries, and Option 5 - LE approach for all interior and downstream boundary nodes with the
FEM applied to the advective form of the transport equations for upstream flux boundaries.

3.7.1 Application of the Finite Element Method to the Conservative Form of the Reactive
Chemical Transport Equations
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3.7.1.1 Fully-Implicit Scheme

Assign the right-hand side term Ryg and left hand side term Lyg as follows.

If ¢<0, ME,,aS =qE", Ly=-q, Ry=0

(3.7.1.1.1)
Else g>0, M,® =qE ., L,=0, R, =M,"
Then equation (2.7.22) is modified as
0 8;;” +%En +V-(VE")-V-(OD-VE ")+ L, E" =R, + QRE” (3.7.1.1.2)

According to the fully-implicit scheme, equation (3.7.1.1.2) can be separated into two equations as
follows.

Enn+1/2 _E n

0 e s T VA (VE) =V (OD-VE") + Lig," =Ry +OR;, (7119

n+l n+1/2
En — En
At

=0 (3.7.1.1.4)

First, we express E," in terms of (E,"/E,)E, or (Ex—E.™) to make E,’s as primary dependent
variables, so that E,""? can be solved through equation (3.7.1.1.3). It is noted that the approach of
expressing E," in terms of (E,"/E,,)'E, improves model accuracy but is less robust than the approach
of expressing E," in terms of (E,—E,™) taken in Yeh et al. [2004]. Second, we solve equation
(3.7.1.1.4) together with algebraic equations for equilibrium reactions using BIOGEOCHEM [Fang
et al., 2003] to obtain all individual species concentrations. Iteration between these two steps is
needed because the new reaction terms RA,"" and the equation coefficients in equation (3.7.1.1.3)
need to be updated by the calculation results of (3.7.1.1.4). To improve the standard SIA method, the
nonlinear reaction terms are approximated by the Newton-Raphson linearization.

Option 1: Express E," in terms of (E," /E,) E,"

0L v |vEE |-v.|op.ElvE
E E

ot

n n

(3.7.1.1.5)
—V-{@D-[VEE" ]En}+[LHS%+%jEH =Rys+0R,

ot

n n

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation: choose weighting function identical to base function. For Petriov-Galerkin method, apply
weighting function one-order higher than the base function to advection term. Integrate equation
(3.7.1.1.5) in the spatial dimensions over the entire region as follows.

3-179



[~ %, v. op.L VE, |+] 1, 29\ g E, |dR
), ot E E, o

n n

S LANE vE g |_v|ep.|vE|E dR = [ N,(Rys +OR, )R
. i E n E n . i n

n

(3.7.1.1.6)

Further, we obtain

jNe ~

n

+ VN, Ly |ar
R En

+.[VVK.[9D-(V% ]En}dRJr.[Ni[LHS% a;an’R J-N(RHS+6’R )AR  (3.7.1.1.7)
R R n

n

n

—In-WiVELEndB +[n. Nop-Live B+ [n.| WoD- vE g up
B E B E B E

n n n

Approximate solution E, by a linear combination of the base functions as follows.
n N
E,~E =Y E_ (N /(R) (3.7.1.1.8)
J=

Substituting equation (3.7.1.1.8) into equation (3.7.1.1.7), we obtain

ZN:K i NﬂdeR

J=1

P
=R En (3.7.1.1.9)

+i{DvN ( Eb;'" deR+J.N[(LHS gm +aa—9jN dR}E (t)}

n

_jN(RHS+9R )dR jn WVE,"dB +j (N0D-VE,")dB

i
R

Equation (3.7.1.1.9) can be written in matrix form as

[Ql]{a;” } +[Q21{E, } +[Q31{E, } = {RLS} + {B} (3.7.1.1.10)

where the matrices [Q1], [Q2], [Q3] and load vectors {RLS}, and {B} are given by

01, = I N.ON dR G.7.1.1.11)
R
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m

E}’l
02, :—JI;VW[-V 2

n

N dR +IVW -{QD-(VEL]N}ZR (.7.1.1.12)
R l E ’

n

E" 06
03, =;|;VN1. -(9 : jde+;|;Ni (LHS E +§jN dR (3.7.1.1.13)
RLS, = [ N,(Rys + OR, R (3.7.1.1.14)
R
:_j n-WVE,"dB +j (N6D-VE") dB (3.7.1.1.15)

At n+1-th time step, equation (3.7.1.1.10) is approximated as

Er2 _[ g
ont A}t{ "}+WV1[Q2"“]{E,7"*”2} 1021 E,'}

+VVI[Q3n+1]{Eﬂn+1/2} +VV2[Q3n]{Enn}
=W ARLS""'} + W,{RLS"} + W {B""} + W, {B"}

(3.7.1.1.16)

n+l

where Wy, Wy, Wi and W, are time weighting factors, matrices and vectors with superscripts
and " are evaluated over the region at the new time step n+1 and at the old time step n, respectively.

So that
(% +Wy, [anH] + VVI[Q?)”” ]){ En"+1/2}
(3.7.1.1.17)
(%]‘ ”[an]‘Wz[Qy’]j{ B V4T ASS™ ) 4 155"} + B + I, (B}

Option 2: Express E,™ in terms of E,-E,™

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation. Integrate equation (3.7.1.1.3) in the spatial dimensions over the entire region as follows.

jN[ oL, —E ~V-(0D-E,")+ LE," }dR+IW[ (VE,")|ar
(3.7.1.1.18)
= [ N,(Rys + OR,, )dR
R

Further, we obtain
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jN,(eaE Ly de jVW -VE,"dR +jvzv (op-VE," dR+jNLHSEde
) o o

(3.7.1.1.19)
= [ N,(Rys+6R, )dR— [n-WVE,"dB + jn -(N.oD-VE," )iB
R B B

Approximate solution E, by a linear combination of the base functions as equation (3.7.1.1.8).
Substituting equation (3.7.1.1.8) into equation (3.7.1.1.19), we obtain

OE (1) N
HIN@"N de L } K IVW VN dRJE "’(z)}
ot <

i { N, —N dR]E,y(r)} ﬁ{[ [VN,-(6D-VN )dR + [ N,,LHSdeR} Eﬂjm(t)} (3.7.1.1.20)
N(

(Rys+OR, )R —[n-WVE,"dB +j (N,6D-VE," \iB

R B

Equation (3.7.1.1.20) can be written in matrix form as

[Ql]{ } [04){E, } +[Q21{E," | +[Q3{E," } = {RLS} + {B} (3.7.1.1.21)
where the matrices [Q1], [Q4], [Q2], [Q3] and load vectors {RLS}, and {B} are given by
01, = J' N,ON dR, 04, = jN —N dR (3.7.1.1.22)
R
02, = —IVWi ‘VN dR (3.7.1.1.23)
R

03, =[VN,-(6D-VN,)dR + [ N,L, ;N dR (3.7.1.1.24)

R R
RLS, = JN i((Rys +OR; )dR (3.7.1.1.25)

R

B, _—j -WVE,"dB + j (N.6D-VE," )iB (3.7.1.1.26)

Express E,™ in terms of E,-E,™, equation (3.7.1.1.21) is modified as

[Ql]{ OE, }+[Q4]{ E,}+[021{E,} +[03)(E,} =[02){E, "} +1031(E, "}
+{RLS}+ {B}

(3.7.1.1.27)

At n+1-th time step, equation (3.7.1.1.27) is approximated as
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E 2L _ [ o
[Ql]{ - A}t{ ”}+[Q4]{En"*”}+Wm[Q2"*‘]{En"“”} +,[02"){ E,"}

+W1[Q3"”]{En"*”2} +W2[Q3"]{En"}=Wm[Q2"H]{ (Enim)nm} (3.7.1.1.28)

n+1/2

w02 () L+ miox| (7)) +miox| ()]
I RLS™y + W RLS"} + W, (B4 W, (B

So that

1 n+l n+l n+1/2 1 n
(%+[Q4]+WV1[Q2 1+ W03 ]j{En }=%{En}—

(3.7.1.1.29)

(sz[Q2n]+WZ[Q3"])*{ (Enm)n}+(WV1[Q2n+1]+VK[Q3n+]]){ (Eni"’)n+]/2}+
WASS™ "} + W, {SS"} + Wi {B""'} + W, {B"}

For interior nodes i, B; is zero, for boundary nodes i = b, Bj s calculated according to the specified
boundary condition and shown as follows.

Dirichlet boundary condition

Enm — Enm(xb;ybazb’t) (3.7.1.1.30)

Variable boundary condition

< Case 1 > when flow is going in from outside (n*V <0)

n-(VE"-6D-VE")=n-VE " (x,,y,,2,,1) = B = __[n'NiVEnm(xbaybazb»f)dB (3.7.1.1.31)
B

< Case 2 > Flow is going out from inside (n*V > 0):

—n-(6D-VE")=0 = BiZ—J.n'NI-VEn"’dB (3.7.1.1.32)
B

Cauchy boundary condition

n-(VE"-6D-VE") = QE,,'” (X4 V35 2ps8) = By = __[ N,-QEnm (Xp» Y35 2,,)dB (3.7.1.1.33)
B

Neumann boundary condition
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—n-(OD-VE,") =0, (%}, 1;2,1)

= B :_J.“'N,-VEn'”dB—IN,.QE s y,.2,,0)dB (3.7.1.1.34)
B B

River/stream-subsurface interface boundary condition

n-(VE"-6D-VE™)
_n-V
2

B =-[N, %{ [1+sign(n-V)]E," +[1 - sign(n-V)](E," )ID}dB

1

{ [1+sign(n-V)]E," +[1 - sign(n- V)](E," )w} = (3.7.1.1.35)

]

Overland-subsurface interface boundary condition

n-(VE"-6D-VE™)
~n-V
2

5 =[N e sign(n VI, +[1 - sign(n- V(E,")” d

1

{ [1+ sign(n-V)]E," +[1 —sz‘gn(n~V)](Enm)w} = (.7.1.1.36)

&

3.7.1.2 Mixed Predictor-Corrector and Operator-Splitting Method

According to the mixed predictor-corrector (on reaction rates) and operator-splitting (on immobile
part of the kinetic variable) method, equation (3.7.1.1.2) can be separated into two equations as
follows.

( 1)n+1/2 _ (E m)n 60
6" -t B! +V(VE") =V (6D VE,")

At (3.7.1.2.1)

+ L E," =Ry + HRE,,” - (Z_f(E;m )"

Enn+1 _ [(Enm)nH/Z + (Enim )n+1/2]
At

af’;& (E’im )n+1

=OR,"" ~OR," - + —82”9

(EM)"  (3.7.1.22)
t

First, solve equation (3.7.1.2.1) and get (E.™)™"2. Second, solve equation (3.7.1.2.2) together with
algebraic equations representing equilibrium reactions using BIOGEOCHM scheme to obtain the
individual species concentration.

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation. Integrate equation (3.7.1.2.1) in the spatial dimensions over the entire region as follows.
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[N, 02" _v.(op. VE’")+(L +89j E" |dR
- ot ot

0 (3.7.1.2.3)
+[WV-VE"dR =[N, (RHS +0OR," - —(E;"’)"de
o % "ot
Further, we obtain
m m 66 m
= "dR + [VN,-(0D-VE,")dR + [N, Lys +— |E,"dR
20 R R (3.7.1.2.4)
=[¥, (RHS +0R, " —E(E;m)"JdR ~[n-WVE,"dB+[n-N,(0D-VE,")dB
R B B
Approximate solution E," by a linear combination of the base functions as follows.
N
ZE "(t)N;(R) (3.7.1.2.5)
=
Substituting equation (3.7.1.2.5) into equation (3.7.1.2.4), we obtain
aE '171 t N
jNeN ar | 2D ) jVW VN dR |E,"(t)
J=1 ot J=1
VN,-(6D-VN )dR+|N,| L 00 NdR|E" (3.7.1.2.6)
+Z j ( ) +j wt s L (0)
=[N, (RHS +0OR, " —E(E;’")” de ~[n-W\VE,"dB+ [n-N,(0D-VE,")dB
R B B
Equation (3.7.1.2.6) can be written in matrix form as
d " m m
[QI]{ ” } [02){ E,"} +[Q3]{ E," | = {RLS} +{B} (3.7.12.7)
where the matrices [Q1], [Q2], and [Q3], and load vectors {RLS} and {B} are given by
o1, = I N.ON dR (3.7.1.2.8)
R
02, = ‘IVWZ- -VN,dR (3.7.1.2.9)
R
00
03, = j VN,-(6D-VN,)dR + j Ni{ Lys+- |N dR (3.7.1.2.10)
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n 69 im\n
RLS, =[N, (RHS +OR," ~—2(E]") de (3.7.1.2.11)
R
B,=~[n-W\VE,"dB+ [n-(N,0D-VE,")dB (3.7.1.2.12)
B B

At n+1-th time step, equation (3.7.1.2.7) is approximated as

[Ql]{ (E,") }_{ (E,") }+WV1[Q2"“]{ (Enm)n+1/2}+WV2[Q2"]{ (Enm)n}

At (3.7.1.2.13)
103 ] (E")" w031 (E)) | = WARLS ™} + WARLS" 4 W, (8"} + W, (5"}
So that
1 n+ 1
(1m0 remigs )| (£7)"")=(Lh-mr021-mios )
(3.7.1.2.14)

L(E") |+ IRARLS™ 4 W ARLS ) + W B+ W, B")

The boundary term {B} is calculated according to the specified boundary conditions the same as that
in section 3.7.1.1.

3.7.1.3 Operator-Splitting Approach

According to the operator-splitting approach, equation (3.7.1.1.2) can be separated into two
equations as follows.

n+1/2 n
(E”m) _(E"m) m m 00 m
0 v +V-(VE")=V-(6D-VE ")+| L, +5 E" =R, (3.7.1.3.1)
n+l myn+1/2 im\n
En [(En ) + (En ) ] _ QRE n+l olné (E:;m)nﬂ (3.7.1.3.2)
At " ot

First, solve equation (3.7.1.3.1) and get (E.,™)™"2, Second, solve equation (3.7.1.3.2) together with
algebraic equations representing equilibrium reactions using BIOGEOCHM scheme to obtain the
individual species concentration.

Equation (3.7.1.3.1) can be solved through the same procedure as that in section 4.1.2, except for the
load vectors {RLS}, which is calculated by the following equation.

RLS; = IN RysdR (3.7.1.3.3)
R

3.7.2 Application of the Finite Element Method to the Advective Form of the Reactive
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Transport Equations
3.7.2.1 Fully-Implicit Scheme

Conversion of equation (2.7.22) to advection form is expressed as

OE, 00

0 +—E, +V-VE" -V -(6D-VE")+(V-V)E," =M
t t

,+OR,, ne[LM-N,] (3.7.2.11)

Ed

According to equation (2.3.1), the right-hand side term Rpys and left hand side term Lyg can be
assigned as follows.

If <0, M, =qE,", Ly = [—V-fn(£] - F%J, RHS =0
" Lo
(3.7.2.1.2)
P oh
Else g >0, ME = ME , Lyg = (q —Veln (p—) - FE]’ R, = ME
Then equation (3.7.2.1.1) is modified as
9% + %Eﬂ +V-VE," =V -(0D-VE,")+ L E," = R,s +OR, (3.7.2.1.3)

According to the fully-implicit scheme, equation (3.7.2.1.3) can be separated into two equations as
follows.

E n+l/2 -E n 89
0=t =+ 2B, 4+ VoVE," =V (0D-VE,") + Lys *E," = Ry + OR, (3.7.2.1.4)
n+l n+1/2
ET-ETT AE” -0 (3.7.2.1.5)
t

First, solve equation (3.7.2.1.4) and get (Ea)""2. Second, solve equation (3.7.2.1.5) together with
algebraic equations representing equilibrium reactions using BIOGEOCHEM scheme to obtain the
individual species concentration. Iteration is needed because reaction term in equation (3.7.2.1.4)
needs to be updated by the results of (3.7.2.1.5).

Option 1: Express E," in terms of (E,"/E,) E,

6% v.v|ElEg |_v.op.Elve
ot E E

n

—V-{HD-(VEE” JEn}{LHSij +%JE,1 =Rys+0R,

n

(3.7.2.1.6)

ot

n n

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation. Integrate equation (3.7.2.1.6) in the spatial dimensions over the entire region as follows.
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v, _v.op-Llve |4 0, B+ E |ar
R E, E, ot

(3.7.2.1.7)
+jm{v-v[ j {QD [V%JEJ}dRzJ‘Ni(RHS+0RE”)dR
R n R
Further, we obtain
jN,.aaE"dR+me-v EZ g LR + [N, op- v |ar
2ot . E, , E,
E" E" 80
+|VW,-|6D-| V=2 |E, [dR+|N.| L E,dR=|N.(R,+6R, )dR
l { ( EJ } J; ( g OJ I (Rys ) (3.7.2.1.8)
[ ( JdB+j {W,HD-(VE” )En}dB
ﬂ Eﬂ
Approximate solution E, by a linear combination of the base functions as follows.
n N
E,~E, = Z;E, ()N, (R) (3.7.2.1.9)
=

Substituting equation (3.7.2.1.9) into equation (3.7.2.1.8), we obtain

]IUJNGNJaEgt(”dR} /I{DWV( E];_:IJdeR}Enj(I)}

+im VI{V-%VN_I.dR]Enj(t)}r;{{J v, {91)( 2 mJ }dR}EW(Z)} e
jzi:{jvzv [.9 E," de IN( . ZH%ﬂN dR}E (t)}

Vl n

= [N,(Rys+6R, )dR +[n-(N,6D-VE,"iB
R B

Equation (3.7.2.1.10) can be written in matrix form as

[Ql]{ }+[Q2]{ L +[031{E,} ={RLS} + {B} (3.7.2.1.11)

where the matrices [Q1], [Q2], [Q3] and load vectors {SS}, and {B} are given by

o1, = J‘Nﬂ"N AR (3.7.2.1.12)
R
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02, =jmv-(vE" JdeR
) R " (3.7.2.1.13)
+[w, By | op | vE N |ar
R En . R E” .
E" 06
03, —IVN (91) £ Zn YN de+J'N( En +§ijdR (3.7.2.1.14)
RLS, = [ N,(R,s +OR,, )dR (3.7.2.1.15)
R
B = j .(N6D-VE,") dB (3.7.2.1.16)
B
At n+1-th time step, equation (3.7.2.1.11) is approximated as
{Enn+1/2}_{ Enn} . . X .
QU= = W0 Y B a0 W B e w0y B
+W,[03" 1| E,"} =W, {RLS"""} + W, {RLS"} + W, {B""} + W, {B"}
So that
[Ql] n+l n+l j n+1/2 ([Ql] n n j n
=24w, 02"+ W03 |V E =—=—W,,[02"]-W,[03
(At Q27 1+ W[037] { " } [0 =W5[03] { } (3.7.2.1.18)

W, (RLS"} + W, {RLS"} + W {B""} + W, {B"}

Option 2: Express E," in terms of E,-E,™

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation. Integrate equation (3.7.2.1.6) in the spatial dimensions over the entire region as follows.

R oot R (3.7.2.1.19)

[ N.(Rys+6R, )dR
R

INi{9%+%En —V-(D-VE,")+ Ly E ’"}dR+jWiV-VEnde:

Further, we obtain

le.e — dR+jN EdR+jWV VE "dR +IVN (6D-VE,")dR +
R

(3.7.2.1.20)
[N.Ly-E"dR = jN(RHSwR )dR+J. (N6D-VE,")iB
R
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Approximate solution E, by a linear combination of the base functions as equation (3.7.2.1.9).
Substituting equation (3.7.2.1.9) into equation (3.7.2.1.20), we obtain

SR (1

{ [wyv.vNn dR}E ’"(t)} +Z{ [VN,(6D-VN)dR + j N,L,sN dR}E '"(z)} (3.7.2.1.21)

= [ N/(Rys +OR, )dR +[n-(N,6D-VE," iB
R B

™=

I
—_

J

Equation (3.7.2.1.21) can be written in matrix form as

[Ql]{ } [04){E, } +[Q2){E," | +[Q3{E," } = {RLS} + {B} (3.7.21.22)
where the matrices [Q1], [Q2], [Q3] and load vectors {SS}, and {B} are given by

o1, = INi9N AR, 04, = fN —N dR (3.7.2.1.23)

%
02, = }[VV;V'VN ;AR (3.7.2.1.24)
03, = l VN,(6D-VN,)dR + ;[NI.LHSdeR (372,125
RLS, = [ N,(Rys +OR,, )dR (3.7.2.1.26)

R

B, = I“ -(N,6D-VE," B (3.7.2.1.27)

B

Express E,™ in terms of E,-E,™, equation (3.7.2.1.22) is modified as

[Ql]{ } [O41{E, | +[021{E, | +[Q3{E, | =
[02]{E," | +[Q31{E," | + {RLS} +{B}

(3.7.2.1.28)

At n+1-th time step, equation (3.7.2.1.28) is approximated as
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E 2L _ [ o
[Ql]{ - A}t{ ”}+[Q4]{En"*”}+Wm[Q2"*‘]{E,,"“”} +,[02"{ E,"}

+W1[Q3"+1]{ E,,M/z} + WZ[Q3"]{ E/ } = WV1[Q2"+1]{ (Enim )"+1/2} (3.7.2.1.29)

n+1/2

w102 () L+ miox| (7)) +miox| ()]
HRLS™ W, (RLS 4 W, (5™} + W, ")

So that

[Ql] n+l n+l n+l/2 [Ql] n
(Tt+[Q4]+Wm[Q2 ]+ [03 ]j{E,, =B

(3.7.2.1.30)

_(Wyg[Q2”]+VV2[Q3n]){ (Enm)n}+(WV|[Q2n]+VK[Q3n]){ (Enim)n+l/2}+
VV]{RLSnH}+VV2{RLSn}+VVI{Bn+1}+VV2{Bn}

For interior nodes 1, B; is zero, for boundary nodes i = b, B is calculated according to the specified
boundary condition and shown as follows.

Dirichlet boundary condition

E"=E"(x,,y,,2,,t) (3.7.2.1.31)

Variable boundary condition

< Case 1 > when flow is going in from outside (n*V < 0)

n-(VE," —OD-VE,")=n-VE,"(x,,¥,.2,.1)

= B = J.n'NiVEnmdB_J‘n'NiVEnm (X, 7,:2,)dB (3.7.2.1.32)
B B
< Case 2 > Flow is going out from inside (n*V > 0):
—n-(6D-VE")=0 = B, =0 (3.7.2.1.33)
Cauchy boundary condition
n-(VE" —=6D-VE ") =0 _,(x,,,,2,,t)
.7.2.1.34
= B=[n-NVE"dB~[NQ,.(x,.,2,0)dB (72134
B B !
Neumann boundary condition
-n-(6D- VEnm) =Q m (Xb,ybazb,l‘) = B = _J.]ViQEn’” (xb,yb,Zb,t)dB (3.7.2.1.35)
B
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River/stream-subsurface interface boundary condition

n-v 1D
n-(VEn’"—HD-VEn’")zT{ [1+sign(n-V)IE," +[1-sign(n-V)](E,") } =

(3.7.2.1.36)

n-vV 1D

B =[n-NVE,/dB-[N, T{ [1+ sign(n- V)E," +[1-sign(n-V)](E,") }dB
B B
Overland-subsurface interface boundary condition
n-v 2D
n-(VE" -0D-VE") = { [1+ sign(n- V)IE," +[1-sign(nx V)](E," ) } =N

(3.7.2.1.37)

B, =[n-N\VE,"dB~[N, %{ [1+ sign(n-V)]E," +[1-sign(n- V)](E," )w } dB
B B

3.7.2.2 Mixed Predictor-Corrector and Operator-Splitting Method

According to the mixed predictor-corrector (on reaction rates) and operator-splitting (on immobile
part of the kinetic variable) method, equation (3.7.2.1.3) can be separated into two equations as
follows.

(E m )n+1/2 —(E m)” 00
g\ L DB 4V VE =V (0D VE")+ LB, =

At (3.7.2.2.1)
oo
Ry +OR, "~ < (E™Y"
HS En at ( n )
E n+l [(E m)n+l/2 + (E im)n] X oln6 . 1 oln@ .
n n n =R "™ _R "_ E™yH L (E™)" (3.7.2.2.2)
At En En ot ( ! ) ot ( ! )

First, solve equation (3.7.2.2.1) and get (E,™)™"%. Second, solve equation (3.7.2.2.2) together with
algebraic equations representing equilibrium reactions using BIOGEOCHM scheme to obtain the
individual species concentration.

Use Galerkin or Petrov-Galerkin Finite-Element Method for the spatial descretization of transport
equation. Integrate equation (3.7.2.2.1) in the spatial dimensions over the entire region as follows.

[~ {0 o, v.(6D-VE")+ (LHS +%JEnm}dR +[W,V-VE,"dR =
R R

ot
(3.7.2.2.3)

[~ (RHS +0OR," - %(E;’")” )dR
, "

Further, we obtain
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"dR + j VN, -(6D-VE, ")dR + j N, (LHS + %‘fj E"dR

(3.7.2.2.4)
= j N, (RHS +0OR, " —E(E;"’)")dze +[n-N,(6D-VE,")dB
R B
Approximate solution E," by a linear combination of the base functions as follows.
N
"=>"E,"(t)N,(R) (3.7.2.2.5)
=
Substituting equation (3.7.2.2.5) into equation (3.7.2.2.4), we obtain
Enf"(t) N
j NO'N dR |—2——= j W,V -VN dR |E," (1)
J=1 ot J=1
3 VN,-(6D-VN )dR+|N,| L 00 NdR|E" (3.7.2.2.6)
+Z} _[ i'( ' j) +I HS+8_ nj (t)
J= R R
n 80 im\n m
= [N,| Rys +0OR, — (E))" |dR +[n-N,(6D-VE,")dB
R B
Equation (3.7.2.2.6) can be written in matrix form as
dE " m m
[Qll{ ” } [02){ E,"} +[03]{ E,"} = {RLS} +{B} (3.722.7)
where the matrices [Q1], [Q2], and [Q3], and load vectors {RLS} and {B} are given by
o1, = IN 0N ,dR (3.7.2.2.8)
R
= jWiV "VN,dR (3.7.2.2.9)
R
00
03, = [VN,-(6D-VN )R + [ N,| Ly, + [V dR (3.7.2.2.10)
R R
00 . .,
RLS, = j N, (RHS +OR, " —E(E;’")”de (3.7.2.2.11)
R
= [n-(N,6D-VE,")dB (3.7.2.2.12)

B

At n+1-th time step, equation (3.7.2.2.7) is approximated as
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LED) )

[01] v 02| (£,7)""]
n nil/2 " (3.7.2.2.13)
w102 (B)" f+miox| (&) |+ miosf (£,)'}
— W{RLS"™"} + W, (RLS"} + W, {B""} + W, ("}
So that
[01"] ] a2 [ [01] ) .
+,1027 1+ W03 |1 (E,") =[ ~W,,[02"1-W,[03 ]J*

( At { } At (3.7.2.2.14)

{ (En'")”}+ W {RLS™} + W,{RLS"} + W {B""} + W, {B"}
The boundary term {B} is calculated according the same as that in section 3.7.2.1.

3.7.3 Operator-Splitting Approach

According to the operator-splitting approach, equation (3.7.2.1.2) can be separated into two
equations as follows.

n+1/2
9( ") () +V-VE,,'"—V-(@D-VEn’")+(LHS+%jEnm:RHS (3.7.23.1)
Al o
n+l my\n+1/2 im\n )
EZIED) T+ ET]_p o _9nd Emy (3.7.23.2)
At : ot

First, solve equation (3.7.2.3.1) and get (E,™)""""%. Second, solve equation (3.7.2.3.2) together with
algebraic equations representing equilibrium reactions using BIOGEOCHM scheme to obtain the
individual species concentration.

Equation (3.7.2.3.1) can be solved through the same procedure as that in section 4.1.2, except for the
load vectors {RLS}, which is calculated by the following equation.

RLS, = [ N,R,sdR (3.7.2.33)
R

3.7.4 Application of the Modified Lagrangian-Eulerian Approach to the Largrangian Form
of the Reactive Transport Equations

3.7.4.1 Fully-Implicit Scheme
Option 1: Express E," in terms of (E," /E,) E,
Express E," in terms of (E,"/E,) E, to make E,’s as primary dependent variables, equation

3-194



(3.7.2.1.4) is modified as

eaEu%En{vEn -HD-(VE" H-V(En)—v-(ﬁD-E" VEn]
E E E

o o ]

Em Eln Eﬂl
{V-V[ E ]—V{&D(V E H+LHS E }E =Rys+0R,

Assign the particle tracking velocity Ve as follows

Vtrack = l V E" - 0]) : v E"
0| E E

n

n n

Equation (3.7.3.1.1) in Lagrangian-Eulerian form is written as

In Lagrangian step,

DE” = aE" + Vtrack -VE n 0
Dr ot
In Eulerian step,
DE
t~D+KE =R,
Dt

where

HD:V-(HDIZ -VEH)

n

K:l V.-V £, -V 6D- VE" + %+LHSEL
0 E, E, ot E,

1
L=, ’
R g(RHS+9RE)

The integration of equation (3.7.3.1.5) can be written as

[ N.0DdR = ~[ VN, -(6D—=2~-VE,)dR + [n-N(6D=2—-VE,)dB
R R E B E

n

n

Approximate D and E,, by linear combination of the base functions as follows.

D=DH=Y D, (R
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(3.7.3.1.2)

(3.7.3.1.3)

(3.7.3.1.4)

(3.7.3.1.5)

(3.7.3.1.6)

(3.7.3.1.7)

(3.7.3.1.8)

(3.7.3.1.9)



N
E, ~E, =Y E_(1)N;,(R) (3.7.3.1.10)
Jj=1

Put Equations (3.7.3.1.9) and (3.7.3.1.10) into Equation (3.7.3.1.8), we obtain

E[pvovaro

Jj=1

(3.7.3.1.11)
N m m
=— KJVN .(on L2 -VN)dRJE .:|+In'N.(0D E vE B
— i E Jj nj i E n
J=1 R n B n
Assign matrices [QA] and [QD] and load vector {B} as following.
04, = IN 0N ,dR (3.7.3.1.12)
R
oD, =[VN,-(6D = VN )R (3.7.3.1.13)
R n
E m
B =[n-N,(6D =V, )dB (3.7.3.1.14)
B n
Equation (3.7.3.1.11) is expressed as
[QA1{D} =—-[OD{E, } +{B} (3.7.3.1.15)
Lump matrix [QA] into diagonal matrix and update
OD,; = 0D, /04, (3.7.3.1.16)
B, = In ) Ni(HD ) VEnm)dB/QAﬁ _In N, (6D-V Eg E, )dB/QAii (3.7.3.1.17)
B B n
Then
{D}=-[OD{E,} +{B} (3.7.3.1.18)
Equation (3.7.3.1.4) written in matrix form is then expressed as
U n+ n+ n+
(swioprem [k 5.7 -
(3.7.3.1.19)

v * m\) * n+l * 4l
WY gy, (K E) + Dy o (R, (R} 5]

where [U] is the unit matrix, At is the tracking time, W and W, are time weighting factors, matrices
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and vectors with ™' and """ are evaluated over the region at the new time step n+1. Matrices and
vectors with superscript  corresponds to the n-th time step values interpolated at the location where
a node is tracked through particle tracking in Lagrangian step.

For interior nodes 1, B; is zero, for boundary nodes i = b, B is calculated according to the specified
boundary condition and shown as follows.

Dirichlet boundary condition

E" =E"(x,,1,,2,,t) =

E m
=1 E)dB |OA,
En l’l) /Q 2]

(3.7.3.1.20)
B, :J’n.Ni(QD.vEnm)dB/QAﬁ —.[n-Nl.(HD-V
B B

Variable boundary condition

< Case 1 > when flow is going in from outside (n*V < 0)

n-(VE,"=0D-VE,")=n-VE,"(x,,,,2,,1) = B,=[n-N,VE,"dB /QA,.I.
B
g (3.7.3.1.21)

~[n-NVE,"(x,,7,.2,,1)dB /QAI.I. ~[n. N,(6D-V=2—E,)dB /QA,.,.
B B n

< Case 2 > Flow is going out from inside (n*V > 0):

-n-(6D-VE,")=0 = B =-] n-N,(OD-V=: E, E)dB /QA” (3.7.3.1.22)

B

Cauchy boundary condition

n-(VE," =0D-VE,") =0, .(x,,9,,7,,1) = B =[n- NZ.VEn'"dB/QALI.
’ (3.7.3.1.23)

-[NQ, . (x,,,.2,,)dB /QA,.,. ~[n-N,(0D- VEE"En)dB /QAI,
B B n

Neumann boundary condition

—n-(9D~VEnm):QEH,,,(xb,yb,Zb,t) = Bi=_J.NiQEnm(xb’yb’Zb’t)dB/QAii
B

En (3.7.3.1.24)
~[n-N,(6D-V = En)dB/QAﬁ
B n

River/stream-subsurface interface boundary condition
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n-(VE"-6D-VE, )— 5 {[1+szgn(n V)IE " +[1—-sign(n- V)]( )ID}

B

= B = jn'NfVEnmdB/Qz‘Li —In'Ni(eD'VE” E )dB/QA,, (3.7.3.1.25)
B
dB

—leIlz\]{ [1+sign(n-V)]E " +[1—sign(n- V)] /Q

Overland-subsurface interface boundary condition

n-(VE"—0D-VE")= %{ [1+sign(n-V)IE," +[1- sign(n-V)](E," )ZD}

= B = Jn‘NiVEnmdB/ini —In'Ni(eD'VE” E )dB/QA,, (3.7.3.1.26)
dB

jas Jo4,

_IN 2{ [1+sign(n-V)]E " +[1-sign(n- V)]

Option 2: Express E," in terms of E,-E,,"

Express E," in terms of E,-E," to make E,’s as primary dependent variables, equation (3.7.2.1.4)
is modified as
oE 00

+—E, +V-VE -V-(6D-VE,) +L,E,
ot ot (3.7.3.1.27)

=V.VE" -V-(0D-VE,™ )+ LyE," + R, + OR,

Assign the particle tracking velocity Vi as follows

V ==V (3.7.3.1.28)

Equation (3.7.3.1.27) in Lagrangian-Eulerian form is written as

In Lagrangian step,

DE  OF
- = - Vtrack
Dt ot

-VE, =0 (3.7.3.1.29)

In Eulerian step,

DE,
Dt

-D+KE =T +R, (3.7.3.1.30)

where
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6D =V -(6D-VE,)

LH5+%

Ko ot
0

0T =V-VE," -V-(6D-VE,")

R, = %(LHSE,[”” +Rys +OR, )

The integration of equation (3.7.3.1.31) can be written as

[ N.0DdR =~[VN,-(6D-VE,)dR + [n-N,(6D-VE,)dB
R R B

Approximate D and E, by linear combination of the base functions as follows.

D~D= f:Dj(t)Nj(R)

(ON,(R)

i

n N
E~E=YE
J=1

Put Equations (3.7.3.1.36) and (3.7.3.1.37) into Equation (3.7.3.1.35), we obtain

ﬁ:ﬂj N,.edeR]D]}

J=1l \ R

N

= —ZKJVM -(9D-VNj)dR}Enj:|+J.n-Ni(QD.VEn)dB

J=1| \ R
Assign matrices [QA] and [QD] and load vector {B} as following.

04, = [ N.ON dR
R
oD, = j VN, -(6D-VN )}iR
R
Bl,=[n-N,(0D-VE,)dB
B

Equation (3.7.3.1.31) is expressed as
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(3.7.3.1.31)

(3.7.3.1.32)

(3.7.3.1.33)

(3.7.3.1.34)

(3.7.3.1.35)

(3.7.3.1.36)

(3.7.3.1.37)

(3.7.3.1.38)

(3.7.3.1.39)

(3.7.3.1.40)

(3.7.3.1.41)



[QA]{D} =-[OD{E,} + {Bl} (3.7.3.1.42)

Similarly,
[QA){T} =[OT] {Enim} +{B2} (3.7.3.1.43)
where
OT, = [N,V-VNdR~[VN,-(6D-VN )R (3.73.1.44)
R R
B2, = —I n-N,(6D-VE,™)dB (3.7.3.1.45)
B

Lump matrix [QA] into diagonal matrix and update

0D, = 0D, /04, (3.7.3.1.46)
Bl1,=B1,/0A4, (3.7.3.1.47)
OT, = 0T, /04, (3.7.3.1.48)
B2,=B2,/04, (3.7.3.1.49)
Then
{D}=-[OD{E,} +{B1} (3.7.3.1.50)
{T}=[QTHE,"} +{B2} (3.7.3.1.51)
Assign
B, =Bl,+B2,=[n-N,(6D-VE,")dB /QAﬁ (373152
So that ’ |
{D}+{T}=—[OD{E }+[OT{E "} +{B} (3.7.3.1.53)

Equation (3.7.3.1.30) written in matrix form is then expressed as

(Do om i) £}~ 7} - 161 21
. T (3.7.3.1.54)

+W1[QT””]{ (E;"")”“}+W2({D}+{T})*+m{RL"“}+W2{R;}+W1{B"“}

For interior nodes 1, B; is zero, for boundary nodes 1 = b, Bi s calculated according to the specified
boundary condition and shown as follows.
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Dirichlet boundary condition

E" =E"(x,,y,,2,,t) = B/ = In-Ni(HD-VEn’”)dB /QAﬁ (3.7.3.1.55)
B

Variable boundary condition

< Case 1 > when flow is going in from outside (n*V <0)

n-(VE" —0D-VE,)=n-VE, " (x,,v,,2,.1)
= Bi = In.NiVEI7mdB/QAii _In.NiVEnm(xb’yb’Zb’t)dB/QAi (3'7.3.1.56)
B B

< Case 2 > Flow is going out from inside (n*V > 0):

-n-(D-VE")=0 = B =0 (3.7.3.1.57)

Cauchy boundary condition

n'(V nm _eD'VEnm):Q V"(xb’yb7zb7t)

= B =[n-N,VE,"dB / 04, — [ N.Q, . (x,,,.7,,1)dB /QAﬁ (3.7:3.1.58)
B B

Neumann boundary condition

-n-(6D-VE")=0 m (X5 Vp>2p51) = B, = _J-N,-Q m (xbaybazbat)dB/QAn (3.7.3.1.59)
B

River/stream-subsurface interface boundary condition

n-(VE,"~0D-VE,") = "{ [l sign(n- V)IE," +[1 - sign(m-V)](E,") "}

= B = j n-N,VE "dB /QAI,- (3.7.3.1.60)
B

-, “2V{ [1+sign(n-V)]E,” +[1 - sign(n- V)](En'”)lD}dB /QAii

Overland-subsurface interface boundary condition
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n-v

n-(VE" -6D-VE") =

= B = j n-NVE,"dB /QA,,

—J.N 2{ [1+sign(n-V)]E ™ +[1-sign(n- V)] dB/Q

{ [1+sign(n- V)]E ™ +[1—-sign(n- V)](Enm )ZD}

(3.7.3.1.61)

At upstream flux boundary nodes, equation (3.7.3.1.19) and (3.7.3.1.54) cannot be applied because
At equals zero. Thus, we propose a modified LE approach in which the matrix equation for upstream
boundary nodes is obtained by explicitly applying the finite element method to the boundary

conditions. For example, at the upstream variable boundary

[Nn-(VE,"=0D-VE,")iB = [ Nn-VE,"(x,,,,7,,t)B
B

So that the following matrix equation can be assembled at the boundary nodes

[OFJ{E,"} =[OB]{B}

in which

QF, =[(Nn-VN,—Nn-0D-VN )iB
B

OB, =[Nn-VN dB
B

B, =E (X}, }:21)

where E" (x,,,,2,,) is the value of E,"(x,,,,2,,t) evaluated at point ;.

3.7.4.2 Mixed Predictor-Corrector and Operator-Splitting Method
Equation (3.7.2.2.1) in Lagrangian-Eulerian form is written as follows.

In Lagrangian step,

DE” = aEﬂ + Vtrack ) VEnm = O
Dt ot

where particle tracking velocity is Vick is defined in Equation (3.7.3.1.28) .

In Eulerian step,
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(3.7.3.1.62)

(3.7.3.1.63)

(3.7.3.1.64)

(3.7.3.1.65)

(3.7.3.1.66)

(3.7.3.2.1)



m
D n

-D+KE" =R, (3.7.3.2.2)
Dt
where
OD=V-(6D-VE™) (3.7.3.2.3)
06
K- ﬂ (3.7.3.2.4)
0
1 n aH im\n
R, = E(RHS +0R, _E(E" ) j (3.7.3.2.5)
According to equation (3.7.3.1.50)
[QA]{D} =—-[OD{E "} +{B} (3.7.3.2.6)
04, = j N,6"N ,dR (3.7.3.2.7)
R
oD, = I VN, -(6D-VN )R (3.7.3.2.8)
R
Bi = .[n . NI(QD . VEnm)dB (3.7'3.2.9)

B

Lump matrix [QA] into diagonal matrix and update

OD, = 0D, /04, (3.7.3.2.10)
B, =B,/0A, (3.7.3.2.11)

Then
{D}=-[OD{E,"} +{B} (3.7.3.2.12)

Equation (3.7.3.2.2) written in matrix form is then expressed as

(% + W, [OD" 1+ W K™ ]j{ (Enm )Hl/z} - %{ (E"m )} (3.7.3.2.13)

RARI LAV A Rt B AT R At

At upstream flux boundary nodes, equation (3.7.3.2.13) cannot be applied because At equals zero.
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Thus, we propose a modified LE approach in which the matrix equation for upstream boundary
nodes is obtained by explicitly applying the finite element method to the boundary conditions as in
Section 3.7.3.1.

3.7.4.3 Operator-Splitting Approach

Equation (3.7.2.3.1) can be solved through the same procedure as that in section 4.5.2, except that

R
RL = 9—”5 (3.7.3.3.1)

3.7.5 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Conservative Form of the Reactive Transport Equations for the Upstream Flux
Boundaries

3.7.5.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.1, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.1.1.

3.7.5.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.2, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.1.2.

3.7.5.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.3, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.1.3.

3.7.6 Application of the Lagrangian-Eulerian Approach for All Interior Nodes and
Downstream Boundary Nodes with the Finite Element Method Applied to the
Advective Form of the Reactive Transport Equations for the Upstream Flux
Boundaries

3.7.6.1 Fully-Implicit Scheme

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.1, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.2.1.
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3.7.6.2 Mixed Predictor-Corrector and Operator-Splitting Method

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.2, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.2.2.

3.7.6.3 Operator-Splitting Approach

For this option, the matrix equation for interior and downstream boundary nodes is obtained through
the same procedure as that in section 3.7.3.3, and the matrix equation for upstream boundary nodes
is obtained through the same procedure as that in section 3.7.2.3.

3.8 Numerical Implementation of Reactive Transport Coupling among Various Media

This section addresses numerical implement of coupling reactive chemical transport simulations
among various media including (1) between 1D river and 2D surface runoff, (2) between 2D surface
runoff and 3D subsurface media, (3) between 3D subsurface media and 1D river networks, and (4)
among 1D river networks, 2D surface runoff, and 3D subsurface media. For sediment transport
simulations, only the coupling between 1D river network and 2D surface runoff is needed, which is
similar to the coupling of reactive chemical transport between the two media. Without loss of
generality, numerical implementations of coupling for scalar transport (including sediment and
kinetic-variable transport) are heuristically given for finite element approximations of the
conservative form of transport equations. For Largrangian-Eulerian approximations or finite
element approximation of the advective form of transport equations, the implementations of
numerical coupling among various media remain valid except care must be taken that the fluxes
denote the total fluxes of advective and dispersive/diffusive fluxes.

3.8.1 Coupling between 1D-River and 2D-Overland Water Quality Transport

The interaction between one-dimensional river and two-dimensional surface runoff involves two
cases: one is between surface runoff and river nodes (left frame in Fig. 3.8-1) and the other is
between surface runoff and junction nodes (right frame in Fig. 3.8-1). For every river node (Node /
in the left frame of Fig. 3.8-1), there will be associated with two overland nodes (Nodes J and K in
the left frame of Fig. 3.8-1). For every junction node (Node L in the right frame of Fig. 3.8-1), there
will be associated with a number of overland nodes such as Nodes J, K, O, etc (right frame of Fig.
3.8-1). It should be noted that nodes, such as Nodes J and K in the right frame of Figure 3.8-1,
contribute fluxes to both the river as source/sink of Node / and the Junction as source/sink of Node
L.
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Fig. 3.8-1. Depiction of Interacting River Nodes and Overland Nodes (left) and Junction
Node and Overland Nodes (Right)

Numerical approximations of suspended-sediment or kinetic-variable transport equations for one-
dimensional river with finite element methods yield the following matrix

o = o e R M M
—— = = —— —— —— ——|Ef| |RS| M| M)

Ci C, —— C5 —= —= Cu [REf =R p+ M, b+ 1M/ (3.8.1)

—= == == == == == = |E¢| (R (MY (M

where the superscript ¢ denotes the canal (channel, river, or stream); Cj; is the I-th row, J-th column
of the coefficient matrix [C]; E; denotes the concentration of a suspended sediment or a kinetic
variable at Node /; R;is I-th entry of the load vector {R}; N is the number of nodes in the canal; M;
is the rate of suspended-sediment or kinetic-variable source/sink from (to) the overland flow to
(from)canal node /; and the superscripts, o/ and 02, respectively, denote canal bank 1 and 2,
respectively. Every canal node 7 involves 3 unknowns, £/, M, and M**. However, Eq. (3.8.1)
gives just one algebraic equation for every canal node /. Clearly, two additional algebraic equations
are need for every canal node /. It should be noted that MP?" and M’ denote the following
integrations in transforming Eq. (2.5.10) and its initial and boundary conditions or Eq. (2.5.44) and
its initial and boundary conditions to Eq. (3.8.1)

Xy Xy
M = [ NM*dx and M[* = | N,M " dx (3.82)

X X

for the transport of the n-th suspended-sediment fraction
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Xy Xy
MI‘” = j- NIMEi”‘ldx and Mfz = .[ NIMEiO‘Szdx (3.8.3)

X X

for the transport of the i-th kinetic variable.

Applications of finite element methods to two-dimensional suspended-sediment or kinetic-variable
transport equation yield the following matrix

CIT Clg - - - 7= C11(:4 E1o Rlo -
Czi - - - - - —-— /= Cz?w Ezo Rzo -
c, c, —— C: —— —— C2||E? R? M’
J1 J2 Vi IM J — J _ J (3.8.4)
CI;I CI;Z -0 T CI:K - CI:M EI; ng MKO
Gy Gy —— —— —— —— Coy JEy) (Ry) 77

where the superscript o denotes the overland; Cj; is the /-th row, J-th column of the coefficient
matrix [C]; E;denotes the concentration of suspended sediment or kinetic variable at Node /; R;is /-
th entry of the load vector {R}; M is the number of nodes in the overland ; and M, and Mk are the
fluxes [M/t] of suspended sediment or kinetic variable from (to) the overland to (from) the canal via
nodes J and K, respectively. Equation (3.8.4) indicates that there is one unknown corresponding to
one algebraic equation for every interior node. However, for every algebraic equation corresponding
to an overland-canal interface node, there are two unknowns, the concentration of suspended
sediment or kinetic variable and the sediment or chemical fluxes. Therefore, for every overland-
river interface node, one additional equation is needed. Since for every canal node, there are
associated two overland-interface nodes, four additional equations are needed for every canal node /
for the four additional unknowns M,°, Mx°, M', and M.

Before we proceed further, let us refresh ourselves that M,° and Mx” denote the following integration
in transforming Eq. (2.6.10) and its initial and boundary conditions or Eq. (2.6.46) and its initial and
boundary conditions to Eq. (3.8.4)

M = [ne(W,qS, - N,hK-VS,)dB and M = [n«(W,qS,— N hK-VS,)dB

B B

(3.8.5)

for the transport of the n-th suspended-sediment fraction

M = [ne(W,qE" - N,hiK-VE" )dB and M = [ns(W,qE" - N KVE")dB 34
B

B

for the transport of the i-th kinetic variable.

The additional equations are obtained from two interface boundary conditions: one is the continuity
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of flux and the other is the assumption that the flux of suspended sediments or kinetic variables
through the interface node is due mainly to water flow (i.e., advection). Two of the four additional
equations are obtained from the interface condition between the canal node / and the overland node J
as

o o o o 1 . o o . o c
M, =M and M} =Q, E((l—i—szgn(Q, ))EJ +(1—S1gn(QJ ))E, ) (3.8.7)
For suspended sediment transport, £, and E,° denote
E;=S8,° and ESf=S,° (3.8.8)

where S, ,° is the concentration of the suspended sediment of the n-th fraction at Node J in the
overland domain and §,,° is the concentration of the suspended sediment of the n-th fraction at

Node / in the canal domain. For the transport of kinetic variables, £, and E,° denote
E’=E"," and ESf=E"' (3.8.9)

where E"° is the concentration of the mobile portion of the i-th kinetic variable at Node J in the

overland domain and E",° is the concentration of the mobile portion of the i-th kinetic variable at

Node ! in the canal domain.

The other two additional equations are obtained from the interface condition between the canal Node
I and the overland Node K as follows

MS=M" and MS =07 %((l—i-sign(Q,;’))E; +(1—sign(Q,:))E;) (3.8.10)
The definition of E; is similar to that of £ .

When the direct contribution of suspended sediment or chemicals from the overland regime to a
junction node L (Fig. 3.8-1) is significant, the mass balance equation can be written as

d¥-.E, :Z\yi + Y My or D Wi+ My=0 (3.8.11)

dt OeN, i OeN,

where ¥, is the volume of the L-th junction, ¥, is the mass flux from the iL-th node of i-th reach

to the L-th junction, and M is the mass flux from the O-th node of the overland regime (superscript

o trepresent overland regime). Additional Ny unknowns have been introduced in Equation (3.8.11).
For each overland-junction interface node, say O (the right frame in Fig. 3.8.1), the finite element
equation written out of Eq. (3.8.4) is

CoE’+CLE +. . +CoE) +.+CyEyy =R) —M/ (3.8.12)
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It is seen that Equation (3.4.17) involves two unknowns, E; andM ;. One equation must be

supplemented to the finite element equation to close the system. This equation is obtained by
formulating fluxes as

M; =0, %((1 + sign(QOO ))EO + (1 - sign(QO” ))EL) (3.8.13)

Equations (3.8.11), (3.8.12), and (3.8.13) for a system of equations for the set of unknowns £, ,
E;) and M.

3.8.2 Coupling between 2D-Overalnd and 3D-Subsurface Water Quality Transport

The interaction between two-dimensional overland and three-dimensional subsurface water quality
transport is not as straightforward as that between 1D-river and 2D-overland regime because the i-th
kinetic variable in the 2D-voerland is not necessary to have the same set of species as the i-th kinetic
variable in the 3D-subsurface media. We will assume that there is no exchange of suspended
sediment between 2D-overland and 3D-subsurface media. Only exchanges of aqueous-phase species
take place. For every subsurface node (Node J in Fig. 3.8-2), there will be associated an overland
nodes (Node / in Fig. 3.8-2).

o e o 6 6 o o

Fig. 3.8-2. Depiction of Interacting Subsurface Nodes and Overland Nodes

Numerical approximations of kinetic-variable transport equation for two-dimensional overland
regime with finite element methods yield the following matrix
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e [ SR e Y
e | Y I T A Vi
Cn Cp Cy —— Cn RE p=4R ¢+ Mlio (3.8.14)
-- - - -—— —-—- —— ——]|E} Ry M;IO

where the superscript o denotes the overland; Cj; is the I-th row, J-th column of the coefficient
matrix [C]; E; denotes the concentration of a kinetic variable at Node /; R; is /-th entry of the load
vector {R}; N is the number of nodes in the overland; and M; is the rate of the kinetic-variable
source/sink from (to) the subsurface to (from) the overland node 7 (the superscript, io, denotes the
exfiltration from subsurface media to overland). Every overland node 7 involves two unknowns, E/’,
and M;°. However, Eq. (3.8.14) gives just one algebraic equation for every canal node /. Clearly,
one additional algebraic equation is need for every overland node /. To formulate this equation, it is

noted that, for the i-th overland kinetic variable, M ,i” is the source/sink rate of the i-th kinetic

variable at the I-th node due to infiltration (negative value) or exfitration (positive value). This
equation is obtained as follows

(3.8.15)

M =(Q,i°)%[(l+sig"(Q,i°)) 2 4;Cy+(1=sien(0/)) 2 aicﬁJ

JjeM, JjeM,

where M, is the set of aqueous species, a; is the ij-th entry of the decomposed unit matrix via
diagonalization of the reaction network in the overland domain, C;, is the concentration of the j-th

subsurface species at the J-th node of the subsurface domain, and C7; is the concentration of the j-th

overland species at the /-th node of the overland domain.

Applications of finite element methods to three-dimensional kinetic-variable transport equations for
subsurface media yield the following matrix

where the superscript s denotes the subsurface media; Cj; is the /-th row, J-th column of the

N N
CMl CMz -

S
- T CMM
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coefficient matrix [C]; E; denotes the temperature or salinity at Node J; R, is J-th entry of the load
vector {R}; M is the number of nodes in the subsurface; and M; is the rate of thermal or salt
sink/source from/to the subsurface node J to/from the corresponding overland node /. Equation
(3.8.15) indicates that there is one unknown corresponding to one algebraic equation for every
interior node. However, for every algebraic equation corresponding to a subsurface-overland
interface node, there are two unknowns, the concentration of the i-th subsurface kinetic variable at

node J,E;, and its flux, M. Therefore, one additional equation is needed. This equation is

obtained from

M; :(QJS)%((1+sign(Qj)) > ac, +(1—sign(Qj)) > a;C]‘.’,J (3.8.17)

JjeM, JjeM,

where a; is the ij-th entry of the decomposed unit matrix via diagonalization of the reaction network

in the subsurface media.

3.8.3 Coupling between 3-D Subsurface and 1-D Surface Flows

The interaction between three-dimensional subsurface and one-dimensional river water quality
transport involves three options: (1) river is discretized as finite-width and finite-depth on the three-
dimensional subsurface media (Fig. 3.8-3), (2) river is discretized as finite-width and zero-depth on
the three-dimensional subsurface media (Fig. 3.4-4), and (3) river is discretized as zero-width and
zero-depth on the three-dimensional subsurface media (Fig. 3.4-5). Option 1 is the most realistic
one. However, because of the computational demands, it is normally used in small scale studies
involving the investigations of infiltration and discharge between river and subsurface media on a
local scale. Option 2 is normally used in medium scale studies while Option 3 is normally employed
in large scale investigations. In Option 1, for every river node there are associated with a number of
subsurface interfacing nodes such as X, .., J, .., and L(Fig. 3.8-3). In Option 2, for every river node
there are associated with three subsurface interfacing nodes K, J, and L (Fig. 3.8-4). In Option 3, for
every river node there is associated with one subsurface interfacing node J (Fig. 3.8-5).

CITTRINN R

*—eo

o—©

Fig. 3.8-3. Rivers Are Discretized as Finite-Width and
Finite-Depth on the Subsurface Media
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Fig. 3.8-4. Rivers Are Discretized as Finite-Width and

Zero-Depth on the Subsurface Media

ey e AN
@

Fig. 3.8-5. Rivers Are Discretized as Zero-Width and

Zero-Depth on the Subsurface Media

Numerical approximations of i-th kinetic-variable transport equation for one-dimensional river with
finite element methods yield the following matrix

T Elc Rlc
- B RS
C; Co |1E 1=1R;
- —]|E| &

ic
M,

ic
M,

ic
M;

ic
My

(3.8.18)

where the superscript ¢ denotes the canal (channel, river, or stream); Cj; is the I-th row, J-th column
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of the coefficient matrix [C]; E; denotes the temperature or salinity at Node /; R;is I-th entry of the
load vector {R}; N is the number of nodes in the canal; and M/ is the mass rate of the kinetic-
variable source/sink from (to) the subsurface to (from) canal node / due to infiltration/exfiltration.
Every canal node / involves two unknowns, E; and M;. However, Eq. (3.8.18) gives just one
algebraic equation for every canal node /. Clearly, one additional algebraic equation is need for
every canal node /.

For example, taking Option 2 where there are three nodes associated with one canal node, the
applications of finite element methods to three-dimensional kinetic-variable transport equation in the
subsurface media yields

Cli Cl; - -0 - == leu Els Rls -
Cp —— —= —= —= == Gy ||E Ry T
C[;l CKSZ C[?K - T T C[?M EKY _ R/? _ Mlg (3.8.19)
CJSI CJS2 T CJj -—— —= Cy E; RJS M JS
C,ChHCL —— —— —= C)\ [|ES| |R'| M,
[Cin Cin = == — = Cu &) (ri) -

where the superscript s denotes the subsurface media; Cj; is the /-th row, J-th column of the
coefficient matrix [C]; E; denotes the temperature or salinity at Node J; R, is J-th entry of the load
vector {R}; M is the number of nodes in the overland ; and Mk, M;and M; are the rates of thermal or
salt sink/source from/to the subsurface water to/from the canal via nodes K, J and L, respectively.
Equation (3.8.19) indicates that there is one unknown corresponding to one algebraic equation for
every interior node. However, for every algebraic equation corresponding a subsurface-canal
interface node, there are two unknowns, concentration of the kinetic variable and its flux. Therefore,
for every subsurface-river interface node, one additional equation is needed. Since for every canal
node, there are associated three subsurface-interface nodes, four additional equations are needed for
every canal node / for the four additional unknowns M;“, Mx', M;', and M;".

These four additional equations are obtained with the assumptions that only aqueous species are
involved in the exchange between the canal node / and the subsurface nodes K, J, and L and the
exchange is mainly due to advection. These assumptions result in the following four equations:

M/ic :%(Q1ic)[(1_5ign(Q1w)) z al/ 11] (1+s1gn(Q ))

JjeM,

(3.8.20)

rains C rain rains rain
[QK Z alj ]K+QJ z alj ]J+QL Z alj JL Z UC]K - z al]C]L ]

jeM, JjeM, JjeM, jeM, JjeM,
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Mj:%(Qj)[(l—sign(Qj))Zay j,]+;(QJ)[(1+sign(QJs))Zau N} (3.821)

JEM, JEM.

M :%(Q;)((l—sign(QKs)) > a 11J+1(QK)((1+sign(QKs)) > a jKJ (3.8.22

jeM, JjeM,

JEM. JEM

MZ=%(Q[)((1—Sign(Qf))Z% ﬂ} (QL)((1+Sign(QLS))ZaU ’LJ (3.8.23)

where M, is the set of aqueous species, a; is the ij-th entry of the decomposed unit matrix via
diagonalization of the reaction network in the canal domain, C7; is the concentration of the j-th
canal species at the I-th node of the canal domain, C7, is the concentration of the j-th subsurface
species at the J-th node of the subsurface domain, C; is the concentration of the j-th subsurface
species at the K-th node of the subsurface domain, C;; is the concentration of the j-th subsurface
species at the L-th node of the subsurface domain, CJ’.,‘?” is the concentration of the j-th species of the
rainfall that falls on the K-th node of the subsurface domain, C’/" is the concentration of the j-th

species of the rainfall that falls on the L-th node of the subsurface domain, and a; is the jj-th entry

of the decomposed unit matrix via diagonalization of the reaction network in the subsurface domain.

3.8.4 Coupling Among River, Overland, and Subsurface Flows

The interaction among one-dimensional river, two-dimensional overland, and three-dimensional
subsurface flows involves three options: (1) river is discretized as finite-width and finite-depth on
the three-dimensional subsurface media (Fig. 3.8-6), (2) river is discretized as finite-width and zero-
depth on the three-dimensional subsurface media (Fig. 3.8-7), and (3) river is discretized as zero-
width and zero-depth on the three-dimensional subsurface media (Fig. 3.4-8). Option 1 is the most
realistic one. However, because of the computational demands, it is normally used in small scale
studies involving the investigations of infiltration and discharge between river and subsurface media
on a local scale. Option 2 is normally used in medium scale studies while Option 3 is normally
employed in large scale investigations. In Option 1, for every river node there are associated with
two overland nodes M and N and a number of subsurface interfacing nodes such as K. , J, .., and L
(Fig. 3.8-6). In Option 2, for every river node /, there are associated with two overland nodes M and
N and three subsurface interfacing nodes K, J, and L (Fig. 3.4-7). In Option 3, for every river node
I, there is associated with two overland nodes M and N one subsurface node J (Fig. 3.8-8).
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Fig. 3.8-6. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Finite-Width and Finite-Depth
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Fig. 3.8-7. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Finite-Width and Zero-Depth
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Fig. 3.8-8. Interfacing Nodes for Every River Node when Rivers
Are Discretized as Zero-Width and Zero-Depth
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Similar to the coupling of salt transport among river, overland, and subsurface media, the coupling
of water quality transport is achieved by imposing the continuity of water quality fluxes and
formulation of individual node fluxes.

Interaction between Overland Node M and Canal Node |I. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

My =0 ! ((1 + sign (Q,”1 ))E; + (1 — sign ((Q}’1 ))E;) and
12 (3.8.24)

M3, =04 % (1+sign(03) i+ (1-sign((2)) ;)

Interaction between Overland Node N and Canal Node |I. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

M =07 ! ((1 + Slg}’l( 0 ))E]”v + (1 —sign((Q,”2 ))EI‘) and
12 (3.8.25)
=Q;E((1+sign( ) Es o+ (1= sign((03 ) E5 )

Interaction between Overland Node M, Subsurface Node K, and Canal Node |. Two equations
are obtained based on the continuity of fluxes and the formulation of fluxes as

M;';—{;(l sign(04))0% 3 aiCy %(“Sl‘g"(QJS))[Q?%Z Cr =30 T aCE, J}

and (3.8.26)
{ (1+szgn(QK ))QK Z a,Cx %(l—sign(Q,i ))( Z a;Cly + Z a;Cy ]}
JjeM, jeM, jeM,

where M, is the set of aqueous species, a; is the jj-th entry of the decomposed unit matrix via

diagonalization of the reaction network in the overland domain.

Interaction between River Bank Node N, Subsurface Node L, and Canal Node I. Two equations
are obtained based on the continuity of fluxes and the formulation of fluxes

MY :{%(l—sign( ,’\‘,’)) 0> alCl + (1+szgn( ))(QL > ;'C;L—l oy ;’C}J}

JjeM, jeM, 47,
and (3.8.27)
{ (l-l—szgn(QL))QL > acy %(I—Sig’l(Qz))( {2 a;Chy + 0 Y. 4,C; J}
jeM, jeM, JjeM,
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Interaction between Subsurface Node J and Canal Node |I. Two equations are obtained based on
the continuity of fluxes and the formulation of fluxes as

e :(%(l-i-sign(Qf))sz z asCs, +%(1—sign(QIfc ))Q,[C z a{}-C,‘}J and
& jeM,

(3.8.28)
M :(%(l+sign(Qj))Qj 3 ac, +%(l—sign(Qj))%Qf 3 a;cj,j

jeM, JjeM,

3.9 Vastly Different Time Scales among Various Media

The time scales for hydrology and hydraulics and water quality transport in river/stream/canal
networks, overland regime and subsurface media are vastly different. The time scale for flow and
transport may be in the order of seconds and minutes in 1D-river/stream/canal networks, minutes in
2D-overland regime, and hours, days or even weeks in 3D-subsurface media. To handle this kind of
very different time-scale problems, the approach of using variable time-step sizes among different
domains is taken. Figure 3.9-1 shows the model structure of over-all coupling between various
interfacial media. In Figure 3.9-1, At = GT is the global time-step size (it is noted that total
simulation time may consist of several At’s); GTS is the number of time steps in each GT and Atgr is
the time-step size; 3DF is the number of time steps for 3D flow simulations in each GT and Atspr is
time step size; 2DF is the number of time steps for 2D flow simulations and Atypr is the time step
size; 1DF is the number of time steps for 1D flow simulations and At;pr is the time step size.

Figures 3.9-2 shows the detail structure on 1D only river/stream/canal networks simulations. For
flow computation in one time step, we first linearize all coefficients in and boundary conditions (by
linearize boundary conditions, we mean, for example, to fix variable-type boundary conditions if
they are prescribed) for the governing equations using previous iterates and solve the linearized
equations within the nonlinear loop. Within the nonlinear loop, first solve flow equations to obtain
HQWI1, where HQWI1 is the water depth and discharge for the 1D case; then for every several flow
time steps, solve salinity and thermal transport equation to yield C1 and T1, where C1 and T1 are the
salt concentration and temperature, respectively. When fluid flow and salt and thermal transport are
solved to convergences, repeat one more nonlinear loop to provide flow fields (i.e., HQW1) for the
simulation of reactive chemical transport. The solution of reactive chemical transport would render
CR1, where CRI1 is the concentration of reactive biogeochemical species for 1D. After density-
dependent flow fields, salinity, temperature, and reactive chemical transport are solved, proceed to
the next time step. Figures 3.9-3 and 3.9-4 show detail computational structures for simulations in
2D overland and 3D subsurface media, respectively.

Figures 3.9-5, 3.9-6, and 3.9-7 show detail structures for simulating in coupled 1D and 2D, coupled
2D and 3D, and coupled 3D and 1D flow and transport, respectively. In all eight figures, the
naming convention of the state-variables is systematic combination of H, Q, C, T, CR,R, W, P, 0, 1,
2,and 3. H denotes water depth or head, Q denotes discharge, C denote salt concentration, T denote
temperature, CR denote concentration of reactive entities, R denotes source/sinks, W denotes
working iterative values, P denotes previous time, 0 denote initial values, 1 denote 1D, 2 denotes 2D,
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and 3 denotes 3D. For example, HQW1 (at convergence, HQW1 would be HQ1) is the water depth
and discharge of the iterative working values for 1D case; CR2 is the concentrations of reactive
entities for 2D cases; TP1 is the temperature at the previous time step for 1D cases. DIV denotes
the divergence of the velocity, i.e. DIV =V-V.
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—I Global period loop, At = GT I

Note: Aty = Aty for (1) 3D only, (2) 1D/3D, (3) 2D/3D, and (4) 1D/2D/3D simulations.

—I Global time step loop, At ; = GT/GTS I

= Aty for (1) 2D only and (2) 1D/2D simulations.
= At for 1D simulations only.

I. Global nonlinear iteration loop:
linearize model coefficients and fix interface/variable-type —_—
boundary conditions based on the previous nonlinear iterate

Density-, temperature-
dependent 3DF

2D/3D

Density-, temperature-
dependent 2DF
(At = At *GTS/2DF)

2D/1D

(Aty,, = At *GTS/3DF) To obtain a convergent
flow solution within
one global time step

Interface Coupling

3D/1D

Density-, temperature-
dependent 1DF
(At = At *GTS/1DF)

transport solutions
within one global time step

- - - B - ] To obtain flow and
I1. Repeat the last global nonlinear iteration with nonlinear reactive

transport equations also solved in respective transport time step loops

Fig. 3.9-1. Overall Coupled Structure of WASH123D
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—I Global period loop, At = GT I

| HQP1, RP1, RDIVP1, CP10, TP10

{  Global (1DF) time step loop, At = At,,. = GT/GTS |

I. Global nonlinear iteration loop:
linearize model coefficients and fix variable-type boundary —
conditions based on the previous nonlinear iterate -| CP1=CP10, TP1=TP10

i

( _______ Sy \S—

HQW1 4m | Solving linearized 1D flow equation |

To obtain a convergent

flow solution within
@I one global (1DF) time step

— 1DT time step loop (At,,; = At, *1DF/1DT) |

Cl 4m | Solving linear 1D salt transport equation |

Tl 4m | Solving linear 1D heat transfer equation |

— HQP1=HQW1,
< ~---{ RP1=R1,
— RDIVP1=RDIV1
o ]
X

11. Repeat the last global nonlinear iteration with nonlinear reactive To obtain flow and transport
transport equations also solved in the 1D transport =) CR1 solutions within one global

time step loop (within a 1DF time step) (1DF) time step

<
<
] CP10=C1, TP10=T1

CRP1=CR1

Fig. 3.9-2. Computation Structure of WASH123D for 1D only Simulations
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—I Global period loop, At = GT I

| HQP2, RP2, RDIVP2, CP20, TP20

Global (2DF) time step loop, At = At,,. = GT/GTS |

I. Global nonlinear iteration loop:
linearize model coefficients and fix variable-type boundary
conditions based on the previous nonlinear iterate

HQW2 {- | Solving linearized 2D flow equation |

— 2DT time step loop (At = At,, *2DF/2DT) |

c2 4m | Solving linear 2D salt transport equation |

T2 4m | Solving linear 2D heat transfer equation |

d
Y

)

.-----I CP2=CP20, TP2=TP20

To obtain a convergent

flow solution within
@I one global (2DF) time step

HQP2=HQW?2,
=== RP2=R2,

!

!

RDIVP2=RDIV2

X

I1. Repeat the last global nonlinear iteration with nonlinear reactive
transport equations also solved in the 2D transport
time step loop (within a 2DF time step)

To obtain flow and transport
mp CR2 solutions within one global
(2DF) time step

d
<

% CP20=C2, TP20=T2
CRP2=CR2

Fig. 3.9-3. Computation Structure of WASH123D for 2D only Simulations
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—I Global period loop, At = GT I

{ Global (3DF) time step loop, At = At, . = GT/GTS |

I. Global nonlinear iteration loop:
linearize model coefficients and fix variable-type —
boundary conditions based on the previous nonlinear iterate .-----I CP3=CP30, TP3=TP30

H3 ¢m | Solving linearized 3D flow equation |

—| 3DT time step loop (At,,; = At, - *3DF/3DT) | To obtain a convergent

flow solution within
C3 4m | Solving linear 3D salt transport equation |
CP3 =C3, TP3=T3

one global (3DF) time step
T3 4m | Solving linear 3D heat transfer equation |

d
D e HP3=H3

4
)

11. Repeat the last global nonlinear iteration with nonlinear reactive To obtain flow and transport
=) CR3 #

transport equations also solved in the 3D transport solutions within one global
time step loop (within a 3DF time step) (3DF) time step

o
<

[ CP30=C3, TP30=T3
CRP3=CR3

Fig. 3.9-4. Computation Structure of WASH123D for 3D only Simulations
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—I Global period loop, At = GT I

{ Global (2DF) time step loop, At = At, . = GT/GTS |

2DF
—

HQP, RP2, RDIVP2, CP20, TP20;
HQP10, RP10, RDIVP10, CP10, TP10

o
)

I. Global nonlinear iteration loop:

linearize model coefficients and fix interface/variable-type — CP2=CP20, TP2=TP20:

boundary conditions based on the previous nonlinear iterate #----| HQP1=HQP10, RP1=RP10, RDIVP1=RDIVP10;
i CP1=CP10, TP1=TP10.
]

HQW2 4m | Solving linearized 2D flow equation

— 1DF time step loop (At,, = At,_ *2DF/1DF) 1D/2D
coupling

HQW1 4m | Solving linearized 1D flow equation |

1DT time step loop (At,,; = At,, *1DF/1DT) |

To obtain a convergent
Cl 4m | Solving linear 1D salt transport equation | -| CP1=C1, TP1=T1 flow solution within

one global (2DF) time step

RDIVP1=RDIV1

T1 ¢m | Solving linear 1D heat transfer equation | HQP1=HQW1,
— ~-{ RP1=R1,
< 1

]
Y

—| 2DT time step loop (At = At, . *2DF/2DT) |

CP2 =C2, TP2=T2
C2 4m | Solving linear 2D salt transport equation |

T2 4m | Solving linear 2D heat transfer equation |

— HQP2=HQW?2,
< ---{ RP2=R2,
— RDIVP2=RDIV2
da 1
«
11. Repeat the last global nonlinear iteration with nonlinear reactive To ObFain ﬂO_W gnd transport
transport equations also solved in respective transport m) CR1,CR2 solutions within one global
time step loops (within a 2DF time step) (2DF) time step
d
Y

E CP20=C2, TP20=T2; CRP2=CR2
[

--------------- HQP10=HQW1, RP10=R1, RDIVP10=RDIV1;
CP10=C1, TP10=T1; CRP1=CR1

Fig. 3.9-5. Computation Structure of WASH123D for Coupled 1D/2D Simulations
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—I Global period loop, At = GT I

3DF

{  Global (3DF) time step loop, Aty = At,,. = GT/GTS |

HP3, CP30, TP30;
HQP20, RP20, RDIVP20, CP20, TP20.

o
«

I. Global nonlinear iteration loop:
linearize model coefficients and fix interface/variable-type
boundary conditions based on the previous nonlinear iterate

H3 ¢m | Solving linearized 3D flow equation |<

— 2DF time step loop (At,,. = At,, *3DF/2DF) |«—

HQW2 4m | Solving linearized 2D flow equation |

2D/3D
coupling

| 2DT time step loop (At,,; = At,,*2DF/2DT) |

C2 4m | Solving linear 2D salt transport equation |

T2 ¢m | Solving linear 2D heat transfer equation |

d

i-=--1 cP2 = C2, TP2=T2
!
'

<

<

)

—| 3DT time step loop (At,,; = At, - *3DF/3DT) |

C3 ¢m | Solving linear 3D salt transport equation |

HQP2=HQW2,
RP2=R2,
RDIVP2=RDIV2

T3 4m | Solving linear 3D heat transfer equation |

d

Y

)

CP3 =C3, TP3=T3

CP3=CP30, TP3=TP30;
r---1 HQP2=HQP20, RP2=RP20, RDIVP2=RDIVP20;
i CP2=CP20, TP2=TP20.

To obtain a convergent
flow solution within
one global (3DF) time step

=== HP3=H3
!
!

X

I1. Repeat the last global nonlinear iteration with nonlinear reactive
transport equations also solved in respective transport
time step loops (within a 3DF time step)

m) CR2, CR3

d
<

To obtain flow and transport
solutions within one global
(3DF) time step

CP30=C3, TP30=T3; CRP3=CR3
--------- HQP20=HQW2, RP20=R2, RDIVP20=RDIV2;
CP20=C2, TP20=T2; CRP2=CR2.

Fig. 3.9-6. Computation Structure of WASH123D for Coupled 2D/3D Simulations
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—I Global period loop, At = GT I

HP3, CP30, TP30;

3DF

{  Global (3DF) time step loop, Aty = At,,. = GT/GTS |

HQP10, RP10, RDIVP10, CP10, TP10.

o
«

I. Global nonlinear iteration loop:
linearize model coefficients and fix interface/variable-type —_—
boundary conditions based on the previous nonlinear iterate

H3 ¢m | Solving linearized 3D flow equation |<

— 1DF time step loop (At = At,  *3DF/1DF) |«—{ 1D/3D

HQW1 4m | Solving linearized 1D flow equation |

coupling

| 1DT time step loop (At,,; = At *1DF/1DT) |

Cl 4m | Solving linear 1D salt transport equation |

T1 4m | Solving linear 1D heat transfer equation | :----

d
— )
< ; HQP1=HQW1,
L RP1=R1,
—| 3DT time step loop (At,,; = At, - *3DF/3DT) | RDIVP1=RDIV1

C3 ¢m | Solving linear 3D salt transport equation |
CP3 =C3, TP3=T3

T3 4m | Solving linear 3D heat transfer equation |

d

Y

)

CP3=CP30, TP3=TP30;
r---1 HQP1=HQP10, RP1=RP10, RDIVP1=RDIVP10;
i CP1=CP10, TP1=TP10.

To obtain a convergent
flow solution within
one global (3DF) time step

=== HP3=H3
!
!

X

I1. Repeat the last global nonlinear iteration with nonlinear reactive
transport equations also solved in respective transport m) CR3, CR1
time step loops (within a 3DF time step)

d
<

To obtain flow and transport
solutions within one global
(3DF) time step

CP30=C3, TP30=T3; CRP3=CR3
--------- HQP10=HQW1, RP10=R1, RDIVP10=RDIV1;
CP10=C1, TP10=T1; CRP1=CR1.

Fig. 3.9-7. Computation Structure of WASH123D for Coupled 3D/1D Simulations
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I Global period loop, At = GT I

—

HP3, CP3, TP3, CRP3;
HQP20, RP20, RDIVP20, CP20, TP20, CRP2;
HQP10, RP10, RDIVP10, CP10, TP10, CRP1

Global (3DF) time step loop, At = At = GT/GTS |

HW3 4m | Solving linearized 3D flow equation I:

—| 2DF time step loop (At,,. = At, . *3DF/2DF) |<7

1 Part I. 3D Coupling/nonlinear iterations:

Pl
N«

c3 « | Solving linear 3D salt transport equation |

2D/3D
- - - coupling
T3 4m | Solving linear 3D heat transfer equation |

ROUTND2

HQP2=HQP20, RP2=RP20, RDIVP2=RDIVP20;
CP2=CP20, TP2=TP20;

HQP1=HQP10, RP1=RP10, RDIVP1=RDIVP10;
RO2CNDP1=RO2CNDP10;

CP1=CP10, TP1=TP10.

< Def >

HP3, HW3 = 3D presssure head

CP3, C3 = 3D salt concentration

TP3, T3 = 3D temperature

CRP3, CR3 = 3D reactive chemical concentration
HQP2, HQP20, HQW?2 = 2D stage and velocity

RP2, RP20, R2 = 2D overall source/sink

RDIVP2, RDIVP20, RDIV2 = 2D velocity divergence
CP2, CP20, C2 = 2D salt concentration

TP2, TP20, T2 = 2D temperature

CRP2, CR2 = 2D reactive chemical concentration
HQP1, HQP10, HQW1 = 1D stage and velocity

RP1, RP10, R1 = 1D overall source/sink

RDIVP1, RDIVP10, RDIV1 = 1D velocity divergence
CP1, CP10, C1 = 1D salt concentration

TP1, TP10, T1 = 1D temperature

CRP1, CR1 = 1D reactive chemical concentration

To obtain a convergent
flow solution within
one global (3DF) time step

HP3=HWS3;
CP3 =C3, TP3=T3

HQP2=HQP20, RP2=RP20, RDIVP2=RDIVP20;
CP2=CP20, TP2=TP20;
HQP1=HQP10, RP1=RP10, RDIVP1=RDIVP10;
CP1=CP10, TP1=TP10.

ROUTNDP2 ; i
—I 2D Coupling/nonlinear iterations: I : 'mei;pgﬁgon 1D/3D
Coneresenseee coupling
ROUTNDW2
HQW2 4m | Solving nonlinear 2D flow equation L 2
ROUTND1
C24m | Solving linear 2D salt transport equation | 15730 :
- - - coupling
2 4m | Solving linear 2D heat transfer equation | i
RO2CND1 !
| 1DF time step loop (At,,, = At,, *2DF/1DF) | @—— .
RO2CNDPL | co-o-!
—I 1D coupling iteration loop: | : intefpolation
"RouTNDP1
HQW1 4m | Solving nonlinear 1D flow equation ‘
ROUTNDW1
C14m | Solving linear 1D salt transport equation | HQP1=HQW1;
RP1=R1;
preeee RDIVP1=RDIV1;
Tl qm | Solving linear 1D heat transfer equation | | CP1=C1, TP1=T1 s
— i [HoP2=rHowz;
<« RP2=R2; H
-1 RDIVP2=RDIV2; H
i | RO2CNDP1=RO2CND1;
< * | cP2=c2, TP2=T2 H
'« I
Y
«

1. Repeat the last 3D coupling/nonlinear iteration with nonlinear

reactive transport equations also solved in respective transport time

step loops (within a 3DF time step)

=) CR1,CR2,CR3

s

Y

To obtain flow and transport
solutions within one global
(3DF) time step

CRP3=CRS;

HQP20=HQW2, RP20=R2, RDIVP20=RDIV2; ROUTNDP2=ROUTND2
CP20=C2, TP20=T2, CRP2=CR2;

HQP10=HQW1, RP10=R1, RDIVP10=RDIV1; RO2CNDP10=RO2CND1
ROUTNDP1=ROUTND1,;

CP10=C1, TP10=T1, CRP1=CR1.

Fig. 3.9-8. Computation Structure of WASH123D for Coupled 1D/2D/3D Simulations
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