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Develop, integrate, 
disseminate & archive 
software
that define the earth’s 
surface dynamics 
by simulating the 
movement of fluids, 
and the flux of 
sediment and solutes 
(production, erosion, 
transport, & 
deposition), 
through landscapes, 
seascapes, and their 
sedimentary basins.
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CSDMS Goals: 



The CSDMS Data Repository
Gridded 

Boundary 
Conditions

Data Integration 
in Modeling

Domain
Parameterization

Qs,s
x = cs

z=δwbl

h

∫ Udz

e.g. Runoff

Climatology: T°C, PPT, Wind, Waves

Flocculation 
Critical Shear Stress
Bioturbation
Weathering grade
Productivity
Authigenesis

Gridded
Initializations

Ice Sheet Cover
Soil Type/Thickness

Grain Size
Lakes/Reservoirs

Human Factors: GNP, Pop. 
Vegetation

Lithology

Topography/Bathymetry/Sea Level

e.g. Lithology

SediBud Workshop, Sept. 2008



The CSDMS Model/Tools Repository
CSDMS welcomes stand-alone models/languages & tools relevant to surface 

dynamics, including novel computational strategies, moving boundary methods, 
distributed source terms, & nested modules 
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The CSDMS Model/Tools Repository
CSDMS points to, or distributes, >100 legacy models/code

SediBud Workshop, Sept. 2008



The CSDMS Education Repository
CSDMS distributes: 
1) Model Simulations, 
2) Educational PPTs, 
3) Reports, Publications, 
4) Short Course Materials, 
5) Images, 
6) Workshop Presentations.
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The CSDMS Compliant Repository
Compliant code is able to function within a CSDMS framework 

Specs for the CSDMS Framework
Operating systems: fedora, ubuntu, OSX10.5, and Solaris 8
Parallel computation: MPI
Language interoperability: Babel
Model Architecture: CCA
Model Interface Standard: OpenMI
Software Distribution: RPM, Debian, PackageMaker, Contractor
Platform-independent GUI: wxPython
Version control: Subversion 
Open source software license: CSDMS architecture: MITX11 

Components: GPL2 compatible OSI approved.
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Coastal Marine Cyber/Numerics EKTTerrestrial

Tucker/CIRES
65 members
45 institutions
7 countries

Murray/Duke
55 members
43 institutions
11 countries

Wiberg/VIMS
47 members
40 institutions
8 countries

Tao Sun/ExxonMobil
30 members
20 institutions
3 countries

TBD
8 members
8 institutions
USA

The CSDMS Team
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Hydrology

ChesapeakeCarbonate

Burgess/London
22 members
18 institutions
5 countries

Famiglietti/UCSB
?? members
?? institutions
?? countries

Voinov/CCMP
?? members
?? institutions
USA



The CSDMS Integration Facility offers its community a dedicated CSDMS 
High Performance Computing (HPC) with >500 cores, 72TB storage, @ 6 
Tflops.  The CSDMS HPC is to be linked to 
1)A Front Range HPC, >7000 core, >100 teraflops, 
2)The US TerraGrid,
3)A proposed NCAR/UCAR Petascale HPC dedicated to the Geosciences 
(100,000 core)

CSDMS Computational Resources:CSDMS Computational Resources:
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CSDMS Proof of Concept Model ChallengesCSDMS Proof of Concept Model Challenges
1. Tracking the production, transport & fate of water, sediments, 

carbon & nutrients.

2. Dynamic models that include the Human Dimension

3. Integration of models that track surface dynamics 
across moving boundaries 
(e.g. sea level, climate)

1. Tracking the production, transport & fate of water, sediments, 
carbon & nutrients.

2. Dynamic models that include the Human Dimension

3. Integration of models that track surface dynamics 
across moving boundaries 
(e.g. sea level, climate)



The Promise of CSDMS
Better understanding of the evolution of Earth’s environments,
Better quantification of our knowledge uncertainties. 
Contribute new numerical models to address the complexities, feedbacks & 
linkages in earth-surface science. 
Proffer new numerical approaches for the benefit of society. 
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