
ABOVE: Model residuals are plotted for each SNOTEL station (left, center) with the circle size corresponding to the percent bias. 
Including the reconstruction reduces the residual in many cases and flips the sign of the residual. The difference between the two 
model biases (right) shows spatial variability in bias reduction.
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INTRODUCTION AND THEORY
The spatial distribution of snow water equivalent (SWE) is an important component of the hydrologic regime 
because it controls the magnitude of spring and summer runoff in mountainous regions globally. Remotely-sensed 
SWE products, such as from a reconstruction model, are powerful for their ability to incorporate spatial patterns of 
snow-covered area. Numerous studies have used statistical techniques (e.g. binary regression trees, multivariate 
regression) to model the relationship between SWE and the physiographic parameters that control its distribution. 
We include a SWE reconstruction product as an independent variable in a multiple linear regression and compare 
this regression model to one based only on independent physiographic variables, with the expectation that the 
reconstruction includes additional explanatory power 

The Upper Colorado River basin is modeled using SWE observations from 237 Snow Telemetry (SNOTEL) 
stations as the dependent variable. The physiographic variables are derived from a 500m GMTED2010 DEM from 
USGS. The reconstruction model is run daily at 500 m resolution.

RESEARCH QUESTIONS
1. Do regression-based SWE models improve with the inclusion of reconstructed SWE estimates as an 
independent variable?
2. Do SWE reconstruction patterns from previous years improve regression-based real-time SWE estimates?

SWE RECONSTRUCTION
  This is a hind-casting approach that models the energy balance backwards from the last day of snow 
cover to rebuild the snowpack

REGRESSION MODEL:
The regression parameters deemed to be of high and moderate importance for explaining SWE distribution in 
Fassnacht et al. 2003 were used in the multiple linear regression. All variables were calculated from the 
GMTED2010 DEM (mean) product  from the USGS at 500m resolution. The parameters are also the basis for the 
PRISM precipitation product (Daly et al. 1998).

SWE DISTRIBUTION REANALYSIS PRODUCT

LEFT: The R2 values for the independent 
variables range from insignificant to 0.45 
with the reconstruction providing the best 
explanatory power.
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REALTIME SWE DISTRIBUTION PRODUCT

DISTRIBUTED SWE PRODUCT COMPARISON

CONCLUSION:
Reconstructed SWE provides increased skill in the regression model for Mar – Jun for all years
modeled when run in reanalysis mode; RMSE decreased an average of 28% and mean R2 increased by 19%. 
Potential for a realtime SWE product is demonstrated with the unanimous improvements seen in the regression 
model when using reconstructed SWE from an ensemble of years; R2 increased by 41% on average with a 
maximum increase of 156%.  Including the reconstructed SWE estimates in the regression model increased the 
spatial variability of the SWE estimates, providing important information in unsampled locations.  Regression model 
improvements using the reconstructed SWE estimates were particularly notable for years with abnormal snow 
distribution patterns, indicating the approach may have utility for addressing long-standing issues in water supply 
forecasting.

SWE on any given day, SWE
n
:

ABOVE:
The reconstruction model estimates the largest snow-covered area, which is due to removing negative SWE estimated by the 
regression models (L to R: 39.6 x 102 km3 vs 39.4 x 103 km2 vs 39.2 x 103 km2). 

Overall the regression models have higher mean (54% and  28%, respectively) and median SWE (286% and 65%, respectively) 
estimate than the reconstruction model.

Multiple linear regression SWE distribution patterns with the reconstruction shows greater spatial variability, particularly in un-sampled 
locations of higher and lower SWE accumulation.

Reconstruction Model Regression Model w/o RCN Regression Model w/ RCN

LEFT:
Modeled SWE in 
2010 was dramatically 
improved with RCN 
as an independent 
regression variable.
In real-time mode 
(upper triangle), R2 
values increased by 
41% on average and 
ranged from 31% - 
156%.
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SWEn=SWEo−∑ M p

Single-Variable Regression R2 Values 
2001-2011
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Multilinear Regression R2 Values 
2001-2011 
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BELOW: The number of snow-covered 
SNOTEL stations will control the skill of the 
regression model. There is almost complete 
coverage in Mar and Apr with decreasing 
coverage in May and Jun.

LEFT: The RMSE of the model normalized 
to monthly mean SWE is improved between 
5% and 20% every month (Mar-May) from 
2001 to 2011 when the reconstruction 
product is included in the regression model.
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Residual SWE from Regression Model (April 1st, 2001):

With RCN DifferenceWithout RCN

RED: Model over-predicted SWE
BLUE: Model under-predicted SWE

RIGHT: The mean R2 value increases by 
0.19% with the inclusion of reconstructed 
SWE as an independent variable.

Correlations of Real SWE Correlations of Recon SWE Correlations of Real SWE and Recon SWE 
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Observations from SNOTEL indicate 
persistence in SWE distribution 
patterns with an average R2 of 0.81.

Much less inter-annual consistency in 
SWE distribution based on 
reconstruction with an average R2 of 
0.74.

Reconstructed SWE from the ensemble of 
years has relatively high explanatory 
power of observed SNOTEL SWE when 
compared against physiographic 
variables.
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